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Preface

For more than a decade, the development of grid computing was driven by scientific
applications. The need to solve large-scale, increasingly complex problems moti-
vated research on grids systems. Many interesting problems have been solved with
the help of grids, for instance, the nug30 Quadratic Assignment Problem.

This challenging optimization problem was posed in 1968 and requires, given a
set of n facilities, a set of n locations, a distance specified for each pair of locations,
and a flow (weight) specified for each pair of facilities (e.g., the amount of supplies
transported between the two facilities), assigning all 30 facilities to the 30 different
locations with the goal of minimizing the sum of the distances multiplied by the
corresponding flows.

Despite its apparent simplicity, the problem is NP-Hard, and the number of possi-
ble assignments is extremely large, so that even if you could check a trillion assign-
ments per second, this process would take over 100 times the age of the universe.
However, once the algorithms and software necessary to tackle the previously un-
solved problem on a computational grid were developed, solving the problem re-
quired nearly a week, with a computational endeavor involving more than 1,000
computational resources working simultaneously at eight institutions geographi-
cally distributed in different parts of the world.

The FightAIDS@Home project, which is based on the volunteered computing
power of the World Community Grid, aims at testing candidate compounds against
the variations (or “mutants”) of HIV that can arise and cause drug resistance.

During November 2009, the project identified several fragments as new candi-
dates for a novel binding site on the peripheral surface of HIV protease. These
fragments docked well against the “exo site” and in vitro studies (i.e., “wet lab”
experiments in test tubes) will assess their potencies. If these wet lab experiments
produce promising results, then these fragments could form the foundation for the
development of “allosteric inhibitors” of HIV protease (i.e., “flexibility wedges”
that can disrupt the conformational changes that HIV protease must undergo in or-
der to function). These allosteric inhibitors could represent a totally new class of
anti-AIDS compounds.

These two examples clearly explain why scientists are now routinely supported
in their research by grid infrastructures. But what about business and casual users?

v



vi Preface

Although projects such as BEinGRID have reported some successful business ex-
periments that may profit from execution in grid environments, it appears that there
is not a general business case for the grid. However, recent advances in virtualiza-
tion techniques, coupled with the increased Internet bandwidth now available, led
in 2007 to the concept of cloud computing. The emergence of this new paradigm is
mainly based on its simplicity and the affordable price for seamless access to both
computational and storage resources.

Virtualization enables cloud computing, providing the ability to run legacy appli-
cations on older operating systems, creation of a single system image starting from
an heterogeneous collection of machines such as those traditionally found in grid
environments, and faster job migration within different virtual machines running
on the same hardware. For grid and cloud computing, virtualization is the key for
provisioning and fair resource allocation. From the security point of view, since vir-
tual machines run isolated in their sandboxes, this provides an additional protection
against malicious or faulty codes.

Clouds provide access to inexpensive hardware and storage resources through
very simple APIs, and are based on a pay-per-use model, so that renting these re-
sources is usually much cheaper than acquiring dedicated new ones. Moreover, peo-
ple are becoming comfortable with storing their data remotely in a cloud environ-
ment. Therefore, clouds are being increasingly used by scientists, small and medium
sized enterprises, and casual users.

Grids, clouds, and virtualization are exciting technologies that are going to be-
come prominent in the next few years; we expect a wide proliferation in their use,
especially clouds since these distributed computing facilities are already accessible
at a reasonable cost to many potential users. We also expect grids and clouds to play
an ever increasing role in the field of scientific research. It is therefore necessary a
thorough understanding of principles and techniques of these fields, and the main
aim of this book is to foster awareness of the essential ideas by exploring current
and future developments in the area.

The idea of writing this book dates back to the highly successful Grids, Clouds
and Virtualization Workshop that we organized in conjunction with the 4th Interna-
tional Conference on Grid and Pervasive Computing (GPC 2009) held in Geneva,
4–8 May 2009. We were contacted by Mr. Wayne Wheeler of Springer, and, after
an insightful discussion, we agreed to serve as the editors for the book. Indeed, it is
virtually impossible for a single person to write a book covering all of the important
aspects of grids, clouds, and virtualization while maintaining the required depth,
consistency, and appeal.

We invited many well-known and internationally recognized experts, asking
them to contribute their expertise. The book delves into details of grids, clouds,
and virtualization, guiding the reader through a collection of chapters dealing with
key topics. The bibliography rather than being exhaustive, covers essential reference
material. The aim is to avoid an encyclopedic approach since we believe that an at-
tempt to cover everything will instead fail to convey any useful information to the
interested readers, an audience including researchers actively involved in the field,
undergraduate and graduate students, system designers and programmers, and IT
policy makers.



Preface vii

The book may serve both as an introduction and as a technical reference. Our
desire and hope is that it will be useful to many people familiarizing with the subject
and will contribute to new advances in the field.

Massimo Cafaro
Giovanni Aloisio

Lecce, Italy
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Chapter 1
Grids, Clouds, and Virtualization

Massimo Cafaro and Giovanni Aloisio

Abstract This chapter introduces and puts in context Grids, Clouds, and Virtu-
alization. Grids promised to deliver computing power on demand. However, de-
spite a decade of active research, no viable commercial grid computing provider
has emerged. On the other hand, it is widely believed—especially in the Business
World—that HPC will eventually become a commodity. Just as some commercial
consumers of electricity have mission requirements that necessitate they generate
their own power, some consumers of computational resources will continue to need
to provision their own supercomputers. Clouds are a recent business-oriented de-
velopment with the potential to render this eventually as rare as organizations that
generate their own electricity today, even among institutions who currently consider
themselves the unassailable elite of the HPC business. Finally, Virtualization is one
of the key technologies enabling many different Clouds. We begin with a brief his-
tory in order to put them in context, and recall the basic principles and concepts
underlying and clearly differentiating them. A thorough overview and survey of ex-
isting technologies provides the basis to delve into details as the reader progresses
through the book.

1.1 Introduction

This chapter introduces and puts in context Grids, Clouds, and Virtualization [17].
Grids promised to deliver computing power on demand. However, despite a decade
of active research, no viable commercial grid computing provider has emerged. On
the other hand, it is widely believed—especially in the Business World—that HPC
will eventually become a commodity. Just as some commercial consumers of elec-
tricity have mission requirements that necessitate they generate their own power,
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2 M. Cafaro and G. Aloisio

some consumers of computational resources will continue to need to provision their
own supercomputers. Clouds are a recent business-oriented development with the
potential to render this eventually as rare as organizations that generate their own
electricity today, even among institutions who currently consider themselves the
unassailable elite of the HPC business. Finally, Virtualization is one of the key tech-
nologies enabling many different Clouds. We begin with a brief history in order to
put them in context, and recall the basic principles and concepts underlying and
clearly differentiating them. A thorough overview and survey of existing technolo-
gies and projects provides the basis to delve into details as the reader progresses
through the book.

1.2 A Bit of History

The history of Grids and Clouds may be traced back to the 1961 MIT Centennial,
when John McCarthy, a pioneer in mathematical theory of computation and artificial
intelligence and the inventor of the Lisp programming language, first exposed the
idea of utility computing: “. . . If computers of the kind I have advocated become
the computers of the future, then computing may someday be organized as a public
utility just as the telephone system is a public utility. . . The computer utility could
become the basis of a new and important industry.”

Indeed, owing to the huge costs and complexity of provisioning and maintaining
a data center, in the next two decades many large organizations (primarily banks)
rented computing power and storage provided by mainframe computers geographi-
cally spread in the data centers of IBM and other providers. Meanwhile, mini, micro,
and personal computers appeared on the market. During early 1980s, the majority
of the organizations acquired affordable personal computers and workstations. This
was perceived as the end of utility computing until the next decade.

In 1992, Charlie Catlett and Larry Smarr introduced the concept of metacom-
puting in their seminal paper [50]. The term metacomputing refers to computation
on a virtual supercomputer assembled connecting together different resources like
parallel supercomputers, data archives, storage systems, advanced visualization de-
vices, and scientific instruments using high-speed networks that link together these
geographically distributed resources. The main reason for doing so is because it en-
ables new classes of applications [14, 39] previously impossible and because it is
a cost-effective approach to high-performance computing. Metacomputing proved
to be feasible in several experiments and testbeds, including the I-WAY experiment
[19, 25] and in the Globus Gusto testbed [26].

The new applications were initially classified as follows:

• desktop supercomputing;
• smart instruments;
• collaborative environments;
• distributed supercomputing.
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Desktop supercomputing included applications coupling high-end graphics ca-
pabilities with remote supercomputers and/or databases; smart instruments are sci-
entific instruments like microscopes, telescopes, and satellites requiring supercom-
puting power to process the data produced in near real time. In the class of collab-
orative environments there were applications in which users at different locations
could interact together working on a supercomputer simulation; distributed super-
computing finally was the class of applications requiring multiple supercomputers
to solve problems otherwise too large or whose execution was divided on different
components that could benefit from execution on different architectures.

The challenges to be faced before metacomputing could be really exploited were
identified as related to the following issues:

• scaling and selection;
• unpredictable structure;
• heterogeneity;
• dynamic behavior;
• multiple administrative domains.

Interestingly (from a research perspective), these are still relevant today. Scal-
ing is a concern, because we expect that grid and cloud environments in the future
will become even larger, and resources will be selected and acquired on the ba-
sis of criteria such as connectivity, cost, security, and reliability. These resources
will show different levels of heterogeneity, ranging from physical devices to system
software and schedulers policies; moreover, traditional high-performance applica-
tions are developed for a single supercomputer whose features are known a priori,
e.g., the latency of the interconnection network; in contrast, grid and cloud applica-
tions will run in a wide range of environments, thus making impossible to predict
the structure of the computation. Another concern is related to the dynamic be-
havior of the computation [51], since we cannot, in general, be assured that all of
the system characteristics stay the same during the course of computation, e.g., the
network bandwidth and latency can widely change, and there is the possibility of
both network and resource failure. Finally, since the computation will usually span
resources geographically spread at multiple administrative domains, there is not a
single authority in charge of the system, so that different scheduling policies and
authorization mechanisms must be taken into account.

In the same years, a middleware project called Legion [33] promoted the grid
object model. Legion was designed on the basis of common abstractions of the
object-oriented model: everything in Legion was an object with a well-defined set
of access method, including files, computing resources, storage, etc. The basic idea
was to expose the grid as a single, huge virtual machine with the aim of hiding the
underlying complexity to the user. The middleware proved to be useful in several
experiments, including a distributed run of an ocean model and task-farmed compu-
tational chemistry simulations. However, it became immediately apparent that the
majority of the people in academia were not fond of the grid object model; con-
sequently, the attention shifted toward the use of the Globus Toolkit, which a few
years later provided an alternative software stack and became quickly the de facto
standard for grid computing.
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The Globus Toolkit, initially presented as a metacomputing environment [24],
was one of the first middleware solutions really designed to tackle the issues related
to large-scale distributed computing, and its usefulness in the context of metacom-
puting was demonstrated in the Gusto testbed; among the distributed simulations
that have been run using Globus, there was SF-Express [16], the largest computer
simulation of a military battle involving at the time more that 100,000 entities. Even
the EuropeanData Grid project, in charge of building a European middleware for
grid computing, did so leveraging many of the Globus components. These efforts
led to the gLite middleware [40], which is going to be used for the analysis of ex-
perimental results of the Large Hadron Collider, the particle accelerator at CERN
that recently started operations in Geneva. The middleware was also actively tested
in the context of the EGEE project [41], which provided the world largest computa-
tional grid testbed to date. Another European project developed a different middle-
ware, Unicore [21], targeting mainly HPC resources. A similar endeavor, devoted to
the implementation of grid middleware for high-performance computing, took place
in Japan starting in 2003 with the National Research Grid Initiative (NAREGI) [43]
and culminating in 2008 with the release of the middleware.

There was a pressure to grid-enable many existing legacy products. Among the
schedulers, we recall here Condor [52], Nimrod [10], Sun Grid Engine [30], and
Platform Computing LSF [56]. The Condor project begun in 1988 and is therefore
one of the earliest cycle scavenging software available. Designed for loosely coupled
jobs, and to cope with failures, it was ported to the grid through a Globus extension
aptly named Condor-G. The Nimrod system was designed to manage large param-
eter sweep jobs, in which the same executable was run each time with a different
input. Since the jobs are independent, a grid is clearly a good fit for this situation.
The Nimrod-G system, extended once again through the Globus Toolkit, was also
one of the earliest projects in which the concepts of grid economy appeared. In
addition to several other criteria, the user could also take into account the cost of
the whole simulation when submitting a job. The system was able to charge the
CPU cycles distinguishing HPC resources from traditional, off-the-shelf ones. Sun
Grid Engine, an open source project led by Sun, started in 2000. The software was
originally based on the Gridware Codine (COmputing in DIstributed Network En-
vironments) scheduler. It was grid-enabled and is now being cloud-enabled. Finally,
LSF was one the first commercial products offering support for grid environments
through its extension named LSF MultiCluster.

The business and commercial world recognized the impact and the potential of
grid computing, whose usefulness was demonstrated in hundreds of projects. How-
ever, almost all of the projects were driven by people involved in academia and tar-
geting mainly scientific applications. Very few projects, notably the BEinGrid [20]
one, were in charge of demonstrating the use of grid computing for business ori-
ented goals. BEinGrid, with its sample of 25 business experiments, was also suc-
cessful in the implementation and deployment of Grid solutions in industrial key
sectors. Nonetheless, grids are still not appealing to the business world, and this
is reflected in the lack of current commercial grid solutions. Platform Computing
provided years ago a version of the Globus Toolkit which is now unsupported and
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not for sale. Legion was initially sold by Applied Meta, then by Avaki Corporation
which was acquired in 2005 by Sybase, Inc. What remains of the software is now
used by the company’s customers to share enterprise data. Entropia, Inc., a com-
pany founded in 1997, sold distributed computing software for CPU scavenging
until 2004.

The idea of harnessing idle CPUs worldwide was first exploited by the
SETI@home project [11], launched in 1996. Soon a number of related projects in-
cluding GIMPS [44], FightAIDS@Home [47], Folding@home [13] arose. GIMPS,
the Great Internet Mersenne Prime Search, was started in January 1996 to discover
new world-record-size Mersenne primes. A Mersenne prime is a prime of the form
2P −1. The first Mersenne primes are 3, 7, 31, 127 (corresponding to P = 2,3,5,7).
There are only 47 known Mersenne primes, and GIMPS has found 13 of the 47
Mersenne primes ever found during its 13-year history. FightAIDS@Home uses
distributed computing exploiting idle resources to accelerate research into new drug
therapies for HIV, the virus that causes AIDS; FightAIDS@Home made history in
September 2000 when it became the first biomedical Internet-based grid computing
project. Proteins, in order to carry out their function, must take on a particular shape,
also known as a fold. One of the Folding@home goals is to simulate protein folding
in order to understand how proteins fold so quickly and reliably, and to learn about
what happens when this process goes awry (when proteins misfold).

The initial release of the Apple Xgrid [35, 36] technology was also designed for
independent, embarrassingly parallel jobs, and was later extended to support tightly
coupled parallel MPI jobs. A key requirement of Xgrid was simplicity: everyone
is able to setup and use an hoc grid using Xgrid, not just scientists. However, only
Apple resources running the Mac OS X operating system may belong to this grid,
although third-party software (an Xgrid Linux agent and a Java-based one) not sup-
ported or endorsed by Apple allows deploying heterogeneous grids.

1.3 Grids

It is interesting to begin by reviewing some of most important definitions of grid
computing given during the course of research and development of the field. The
earliest definition given in 1998 by Foster and Kesselman [37] is focused around
on-demand access to computing, data, and services: a computational grid is a hard-
ware and software infrastructure that provides dependable, consistent, pervasive,
and inexpensive access to high-end computational capabilities. Two years later, the
definition was changed to reflect the fact that grid computing is concerned with coor-
dinated resource sharing and problem solving in dynamic, multi-institutional virtual
organizations. In the latest definitions of Foster [23, 27], a grid is described respec-
tively as an infrastructure for coordinated resource sharing and problem solving in
dynamic, multi-institutional virtual organizations and as a system that coordinates
resources that are not subject to centralized control, using standard, open, general-
purpose protocols and interfaces to deliver nontrivial qualities of service. We will
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argue later, when comparing grids and clouds, that delivering nontrivial qualities of
service is very difficult using a distributed approach instead of a centralized one.

Grids are certainly an important computing paradigm for science, and there are
many different scientific communities facing large-scale problems simply too big
to be faced even on a single, powerful parallel supercomputer. After more than a
decade of active research and development in the field, all of the people expected
grids to become a commercial service; however, this has not happened yet. There-
fore, we ask ourselves: is there a general business case for grids?

To answer this question, we recall that it is now clear that grid computing bene-
fits specific classes of applications and that the technology itself, while powerful, is
probably not yet simple enough to be released commercially. This is reflected in the
following sentence of Frank Gillette, Forester: “None of us have figured out a simple
way to talk about (grid) . . . because it isn’t simple.” And, when something takes an
hour or more to be explained, it certainly cannot be sold easily. Therefore, applica-
tion providers may prefer to integrate the required middleware into their applications
or take advantage of existing Platform and DataSynapse solutions. The issue raised
by the complexity of grids proves to be a formidable barrier that we must overcome
if we want grids to become a fact of life that everyone uses and nobody notices. This
has been recently remarked in a position paper by Fox and Pierce [29] in which the
authors discuss the fact that “Grids meet Too much Computing, Too much Data and
never Too much Simplicity.”

On the other hand, early testbeds and recent grids deployment have clearly shown
the potential of grid computing. In particular, loosely coupled parallel applications,
parameter sweep studies and applications described by a workflow assembling and
orchestrating several different components are viable candidates for grid computing.
Example applications include those from the High Energy Physics (HEP) commu-
nity, falling in the parameter sweep class, and those from the bioinformatics commu-
nity, falling in the workflow class. Typical loosely coupled parallel applications are
exemplified by climate simulations, in which the initial functional decomposition
of the problem is well suited for execution on grids linking together distributed su-
percomputers; the blocks identified by the initial decomposition (atmosphere, land,
sea, ice, etc.) are then run on those supercomputers and exchange data infrequently.

When the vendors realized that this kind of applications were far beyond the
common needs of the majority of the people, the attention shifted to the emerging
field of cloud computing. Here, in contrast to grid computing, the emphasis was put
on simplicity as the ingredient to make clouds easily accessible.

1.4 Clouds

It is rather difficult to precisely define what clouds and cloud computing are, espe-
cially taking into account the many possible different uses. We recall here that the
same also happened in the context of grids. The concept as we all know it today
was introduced in late 2007 [54]. Among the many definitions that were given since
then, we report the following ones:
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• Gartner: Cloud computing is a style of computing where massively scalable IT-
related capabilities are provided “as a service” across the Internet to multiple
external customers;

• Forrester: A pool of abstracted, highly scalable, and managed infrastructure ca-
pable of hosting end-customer applications and billed by consumption;

• IBM: An emerging computing paradigm where data and services reside in mas-
sively scalable data centers and can be ubiquitously accessed from any connected
devices over the internet.

How clouds are actually perceived by the people appears to be much broader
in scope. The following five definitions [48] expose several perspectives on this
subject.

1. Cloud computing refers (for many) to a variety of services available over the
Internet that deliver compute functionality on the service provider’s infrastruc-
ture (e.g., Google Apps, Amazon EC2, or Salesforce.com). A cloud computing
environment may actually be hosted on either a grid or utility computing envi-
ronment, but that does not matter to a service user;

2. • Cloud computing = Grid computing. The workload is sent to the IT infras-
tructure that consists of dispatching masters and working slave nodes. The
masters control resource distributions to the workload (how many slaves run
the parallelized workload). This is transparent to the client, who only sees that
workload has been dispatched to the cloud/grid and results are returned to it.
The slaves may or may not be virtual hosts;

• Cloud computing = Software-as-Service. This is the Google Apps model,
where apps are located “in the cloud,” i.e., somewhere in the Web;

• Cloud computing = Platform-as-Service. This is the Amazon EC2 et al.
model, where an external entity maintains the IT infrastructure (masters/
slaves), and the client buys time/resources on this infrastructure. This is “in
the cloud” in so much that it is across the Web, outside of the organization that
is leasing time off it;

3. The cloud simply refers to the move from local to service on the Web. From
storing files locally to storing them in secure scalable environments. From doing
apps that are limited to GB spaces to now apps that have no upper boundary,
from using Microsoft Office to using a Web-based office. Somewhere in 2005–
2008 storage online got cheaper and more secure than storing locally or on your
own server. This is the cloud. It encompasses grid computing, larger databases
like Bigtable, caching, always accessible, failover, redundant, scalable, and all
sorts of things. Think of it as a further move into the Internet. It also has large
implications for such battles as static vs. dynamic, RDBMS vs. BigTable and flat
data views. The whole structure of business that relies on IT infrastructure will
change, programmers will drive the cloud, and there will be lots of rich program-
mers at the end. It is like the move from mainframe to personal computers. Now
you have a personal space in the clouds;

4. Grid and Cloud are not exclusive of each other. . . Our customers view it this
way: Cloud is pay for usage (i.e., you do not necessarily own the resources), and
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Grid is how to schedule the work, regardless where you run it. You can use a
cloud without a grid and a grid without a cloud. Or you can use a grid on a cloud;

5. I typically break up the idea of cloud computing into three camps:

• Enablers. These are companies that enable the underlying infrastructures or the
basic building blocks. These companies are typically focused on data center
automation and or server virtualization (VMware/EMC, Citrix, BladeLogic,
RedHat, Intel, Sun, IBM, Enomalism, etc.);

• Providers (Amazon Web Services, Rackspace, Google, Microsoft). The ones
with the budgets and know-how to build out global computing environments
costing millions or even billions of dollars. Cloud providers typically offer
their infrastructure or platform. Frequently, these As-a-Service offerings are
billed and consumed on a utility basis;

• Consumers. On the other side of the spectrum, I see the consumers compa-
nies that build or improve their Web applications on top of existing clouds of
computing capacity without the need to invest in data centers or any physical
infrastructure. Often these two groups can be one in the same such as Amazon
(SQS, SDB, etc.), Google (Apps), and Salesforce (Force). But they can also be
new startups that provide tools and services that sit on top of the cloud (Cloud
management).

Cloud consumers can be a fairly broad group including just about any application
that is provided via a Web-based service like a Webmail, blogs, social network,
etc. Cloud computing from the consumer point of view is becoming the only way
you build, host, and deploy a scalable Web application.

On the other hand, the main findings of the Cloud BoF held at OGF22, Cam-
bridge, MA, on 27 Feb 2008 were the following ones:

• Clouds are “Virtual Clusters” (“Virtual Grids”) of possibly “Virtual Machines”;
• They may cross administrative domains or may “just be a single cluster”; the user

cannot and does not want to know;
• Clouds support access (lease of) computer instances;
• Instances accept data and job descriptions (code) and return results that are data

and status flags;
• Each Cloud is a “Narrow” (perhaps internally proprietary) Grid;
• When does Cloud concept work:

– Parameter searches, LHC style data analysis, . . .
– Common case (most likely success case for clouds) versus corner case?

• Clouds can be built from Grids;
• Grids can be built from Clouds;
• Geoffrey Fox: difficult to compare grids and clouds because neither term has an

agreed definition;
• Unlike grids, clouds expose a simple, high-level interface;
• There are numerous technical issues:

– performance overhead, cost, security, computing model, data-compute affinity,
schedulers and QoS, link clouds (e.g., compute-data), . . . ;
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– What happens when a cloud goes down? What about interoperability of clouds?
Standardization? Is it just another service?

A recent report [12] present an in-depth view of cloud computing. In what fol-
lows we will try to make things easier to understand, summarizing our perspective.
In order to do so, we begin discussing the main features and characteristics of clouds
as currently deployed and made available to the people. The main characteristic
of cloud computing certainly is its focus on virtualization. Clouds are succeeding
owing to the fact that the underlying infrastructure and physical location are fully
transparent to the user.

Beyond that, clouds also exhibit excellent scalability allowing users to run in-
creasingly complex applications and breaking the overall workload into manage-
able pieces served by the easily expandable cloud infrastructure. This flexibility is a
key ingredient, and it is very appealing to the users. Clouds can adapt dynamically
to both consumer and commercial workloads, providing efficient access through
a Service Oriented Architecture to a computing infrastructure delivering dynamic
provisioning of shared compute resources.

An attempt to provide a comprehensive comparison of grids and clouds is of
course available [28]. However, we now compare and contrast grids and clouds, in
order to highlight what we think are key differences. Grids are based on open stan-
dards; the standardization process happens in organizations such as the Open Grid
Forum, OASIS, etc. Clouds, in contrast, do not provide standardized interfaces. Es-
pecially commercial clouds solutions are based on proprietary protocols, which are
not disclosed to the scientific community. A related aspect is that of interoperabil-
ity. While in grid environments interoperability has become increasingly important,
and many efforts are devoted to this topic [15], clouds are not interoperable and will
not be in the short-term period. Vendors have no interest at the moment to provide
interoperability among their cloud infrastructures.

Almost all of the currently deployed grids have been publicly funded and op-
erated. This is of course a very slow process, when compared to clouds that are
instead privately funded and operated. Many companies have already invested and
continue to invest a huge amount of money to develop cloud technologies; however,
considering the limited amount of funding available to scientists, we must remark
the excellent results in the field of grid computing.

Examining how grids are operated, it is easy to see that, since the beginning,
there was a design requirement to build grid infrastructure tying together distributed
administrative domains, possibly geographically spread. On the contrary, clouds are
managed by a single company/entity/administrative domain. Everything is central-
ized, the infrastructure is hosted in a huge centre, and only the clients are actually
geographically distributed. The architecture is basically client–server.

We note here that, despite its simplicity, the client–server architecture is still
the most widely used in the commercial world, owing to the fact that it is very
hard to beat hosted/managed services with regard to performance and resiliency:
these services are currently geographically replicated and hugely provisioned and
can guarantee/meet a specific Service Level Agreement. Highly distributed archi-
tectures, including peer-to-peer systems, while in principle are theoretically more
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resistant to threats such as Denial of Service attacks etc., still do not provide the
same performance guarantee. For instance, a P2P Google service is deemed to be
impossible [42] (although Google uses internally their own P2P system, based on
the concept of MapReduce [18]), and people who do it for business, today do not do
it peer-to-peer, with the notable exception of the Skype service [49].

Coming to the main purpose of grid and cloud systems, it is immediately evident
that for grid systems, the main raison d’etre is resource sharing. Cloud systems are
instead intended to provide seamless access to a huge, scalable infrastructure. Given
the different purpose they serve, it comes to no surprise that these systems target
different classes of applications. As we have already noted, grids are well suited
for scientific research and for the needs of high-end users. Clouds are mainly used
today for data analysis, information processing, and data mining.

We conclude this section recalling that Many Task Computing (MTC) and High
Throughput Computing (HTC) service providers and resource service providers can
benefit from the economies of scale that clouds can deliver [53], making this kind
of infrastructure appealing to the different stakeholders involved in.

1.5 Virtualization

The Virtual Machine (VM) concept [45] dates back to the 1960s; it was introduced
by IBM as a mean to provide concurrent, interactive access to their mainframe com-
puters. A VM was an instance of the physical machine and gave users the illusion
of accessing the physical machine directly. VMs were used to transparently enable
time-sharing and resource-sharing on the (at the time) highly expensive hardware.
Each VM was a fully protected and isolated copy of the underlying system. Virtu-
alization was thus used to reduce the hardware costs on one side and to improve the
overall productivity by letting many more users work on it simultaneously. However,
during the course of years, the hardware got cheaper and simultaneously multipro-
cessing operating systems emerged. As a consequence, VMs were almost extinct in
1970s and 1980s, but the emergence of wide varieties of PC-based hardware and
operating systems in 1990s revived virtualization ideas.

Virtualization technologies represent a key enabler of cloud computing, along
with the recent advent of Web 2.0 and the increased bandwidth availability on the
Internet. The most prominent feature is the ability to install multiple OS on different
virtual machines on the same physical machine. In turn, this provides the additional
benefits of overall cost reduction owing to the use of less hardware and consequently
less power. As a useful side effect, we also note here that virtualization generally
leads to increased machine utilization. The main aim of virtualization technologies
is to hide the physical characteristics of computing resources from the way in which
other systems, applications, or end users interact with those resources. In this book,
Lakshmi et al. [38] propose an end-to-end system virtualization architecture and
thoroughly analyze it.

Among the many benefits provided by virtualization, we recall the ability to run
legacy applications requiring an older platform and/or OS, the possibility of creating
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a single system image starting from an heterogeneous collection of machines such
as those traditionally found in grid environments, and faster job migration within
different virtual machines running on the same hardware. For grid and cloud com-
puting, virtualization is the key for provisioning and fair resource allocation. From
the security point of view, since virtual machines run isolated in their sandboxes,
this provides an additional protection against malicious or faulty codes.

Besides computing, storage may be virtualized too. Through the aggregation of
multiple smaller storage devices characterized by attributes such as performance,
availability, capacity and cost/capacity, it becomes possible to present them as one
or more virtual storage devices exhibiting better performance, availability, capacity,
and cost/capacity properties. In turn, this clearly enhances the overall manageability
of storage and provides better sharing of storage resources.

A virtualization layer provides the required infrastructural support exploiting
lower-level hardware resources in order to create multiple independent virtual ma-
chines that are isolated from each other. This layer, traditionally called Virtual Ma-
chine Monitor (VMM), usually sits on top of the hardware and below the operating
system. Virtualization as an abstraction can take place at several different levels, in-
cluding instruction set level, Hardware Abstraction Layer (HAL), OS level (system
call interface), user-level library interface, and the application level.

Virtualizing the instruction set requires emulation of the instruction set, i.e., in-
terpreting the instructions in software. A notable example is Rosetta [9], which is a
lightweight dynamic translator for Mac OS X distributed by Apple. Its purpose is to
enable legacy applications compiled for the PowerPC family of processors to run on
current Apple systems that use Intel processors. Other examples include Bochs [1],
QEMU [2], and BIRD [46].

HAL level virtual machines are based on abstractions lying between a real ma-
chine and an emulator; in this case a virtual machine is an environment created and
managed by a VMM. While emulator’s functionalities provide a complete layer be-
tween the operating system or applications and the hardware, a VMM is in charge of
managing one or more VMs, and each VM in turn provides facilities to an OS or ap-
plication as if it is run in a normal environment, directly on the hardware. Examples
include VMware [3], Denali [55], Xen [4], Parallels [5], and Plex86 [6].

Abstracting virtualization at the OS level requires providing a virtualized system
call interface; this involves working on top of the OS or at least as an OS module.
Owing to the fact that system calls are the only way of communication from user-
space processes to kernel-space, the virtualization software can control user-space
processes by managing this system interface. Additionally, besides system’s library,
usually applications also link code provided by third-party user-level libraries. Vir-
tualizing this library interface can be done by controlling the communication link
between the applications and the rest of the system through well-defined API hooks.
Therefore, it is possible to expose a different implementation using the same set of
APIs. As an example, WINE HQ [7] and CrossOver [8] support running Windows
applications respectively on Unix and Mac OS X.

Virtualization at the application is not based on the insertion of a virtualization
layer in the middle. Instead, this kind of abstraction is implemented as an application



12 M. Cafaro and G. Aloisio

that eventually creates a virtual machine. The created VM could range in complexity
from a simple language interpreter to a very complex Java Virtual machine (JVM).

All of these virtualization technologies are based on approaches differing signif-
icantly when evaluated with regard to several metrics such as performance, flexibil-
ity, simplicity, resource consumption, and scalability. Therefore, it is important to
understand their usage scenarios as well. Instruction set emulators are often charac-
terized by very high latencies that make them impractical to use on a regular basis
(with the notable exception of Rosetta). Their main goal is to provide an environ-
ment especially tailored to debugging and learning purposes, since every component
is implemented in software and is fully under user’s control.

Commercial virtual machines operating at HAL level, besides offering extremely
low latencies, also give the flexibility of using different OSes or different versions
of the same OS on the same machine; these VMs present a complete machine in-
terface, but of course this demands a much higher amount of resources. OS level
virtual machines are useful in those cases in which this kind of flexibility is not
required, because resource requirements are much lower, performance better, and
manipulations (e.g., creation) faster. It is worth noting here that the attained level
of isolation is lower, since all of the VMs use the same kernel and can potentially
affect the whole system.

Finally, library-level virtualization technologies prove to be extremely light-
weight. On the contrary, application-level virtualization suffers from extra overhead
being in the application-level. The latter technology is increasingly applied in mo-
bile computing and as a building block for trusted computing infrastructures.

1.6 Technologies

In this section, we review the most important technologies available. We recall here
the following:

• Amazon Elastic Compute Cloud (EC2);
• Google App Engine;
• Hadoop;
• HP Labs Enterprise Cloud Assure and Cloud Software Platform (Cirious);
• IBM Smart Business cloud solutions;
• Sun Cloud;
• Oracle On Demand and Platform for SaaS;
• SGI Cyclone;
• Microsoft Azure.

The Amazon cloud is probably the most used cloud computing environment. It
works as follows. You start by creating an Amazon Machine Image (AMI) contain-
ing all your software, including your operating system and associated configuration
settings, applications, libraries, etc. Amazon provides all of the necessary tools to
create and package your AMI. Then, you upload this AMI to the cloud through
the Amazon S3 (Amazon Simple Storage Service) service. This provides reliable,
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secure access to your AMI. In order to run your applications, you need to register
your AMI with Amazon EC2. This step allows verifying that your AMI has been
uploaded correctly and uniquely identifies it with an identifier called AMI ID. Using
the AMI ID and the Amazon EC2 web service APIs, it is easy to run, monitor, and
terminate as many instances of the AMI as required. Amazon provides command
line tools and Java libraries, and you may also take advantage of SOAP or Query
based APIs. Amazon also lets you launch preconfigured AMIs provided by Amazon
or shared by another user. While AMI instances are running, you are billed for the
computing and network resources that they consume.

Among the applications that have actually been run on EC2, we recall here web
hosting, parallel processing, graphics rendering, financial modeling, web crawling,
and genomics analysis. To be fair, while parallel applications can be run on the Ama-
zon cloud, performances are of course far from the current result you can achieve on
a dedicated supercomputing infrastructure, owing to less powerful CPUs and basic
interconnection networks with very high latency and low bandwidth when com-
pared to the high-end interconnects traditionally available on supercomputers. For
instance, a recent work [22] is related to deploying and running a coupled climate
simulation on EC2. The results obtained are comparable to running the simulation
on a low-cost beowulf cluster assembled using commodity, off-the-shelf hardware.

The Google App Engine exploits the underlying Google infrastructure, the same
that was built to bring access to their web search engine and Gmail to people world-
wide. Leveraging a powerful network of data centers, this infrastructure is aimed
at scalable web applications built using Python and, more recently, Java. Develop-
ers are assigned a free quota of 500 MB of storage and enough CPU and network
bandwidth to sustain around 5 million page views per month for a typical app; it is
possible to purchase additional storage and bandwidth to go beyond the limits. It is
worth noting here that Google provides proprietary APIs to take advantage of the
infrastructure, so that writing an application is considerably easier, but at the same
time, once a development team selects Google App Engine as the environment of
choice for their web application, they remain locked to the platform, because a move
will require significant code rewrites. The competing Amazon EC2 service is dif-
ferent, in that it allows developers to create virtual server instances and leaves them
the option of moving their applications easily to other machines.

Hadoop [34] is an open-source Apache Software Foundation project sponsored
by Yahoo! whose intent is to reproduce the proprietary software infrastructure de-
veloped by Google. It provides a parallel programming model, MapReduce, heavily
exploited by Google, a distributed file system, a parallel database, a data collection
system for managing large distributed systems, a data warehouse infrastructure that
provides data summarization and ad hoc querying, a high-level data-flow language
and execution framework for parallel computation, and a high-performance coordi-
nation service for distributed applications.

The software is widely used by many companies and researchers. As an example
of usage, we recall here the New York Times task of generating about 11 millions of
PDF files related to the public domain articles from 1851–1922 by gluing together
multiple TIFF images per article [31]. Derek Gottfried uploaded 4 TB of data to the
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Amazon EC2 infrastructure using the S3 service, wrote the software to pull all the
parts that make up an article out of S3, generate a PDF from them, and store the PDF
back in S3 using open-source Java components, and finally he deployed Hadoop on
a cluster of EC2 machines. Overall, the whole task took less than 24 hours using
100 instances on Amazon EC2 and generated additional 1.5 TB of data to be stored
in S3.

Regarding the MapReduce programming model, it is a data-flow model between
services where services can do useful document-oriented data parallel applications
including reductions; using Hadoop, the decomposition of services onto cluster in
a clouds is fully automated. The key idea is inspired by some primitives of the
LISP programming language. Both the input and the output are key/value pairs, and
developers needs to implement two functions, map and reduce:

• map(in_key, in_value) → list(out_key, intermediate_value);
• reduce(out_key, list(intermediate_value)) → list(out_value).

The former processes an input key/value pair, producing a set of intermediate
pairs. The latter is in charge of combining all of the intermediate values related to a
particular key, outputting a set of merged output values (usually just one). MapRe-
duce is often explained illustrating a possible solution to the problem of counting
the number of occurrences of each word in a large collection of documents. The
following pseudocode refers to the functions that needs to be implemented.

map(String input_key, String input_value):
// input_key: document name
// input_value: document contents
for each word w in input_value:

EmitIntermediate(w, "1");

reduce(String output_key,
Iterator intermediate_values):

// output_key: a word
// output_values: a list of counts
int result = 0;
for each v in intermediate_values:

result += ParseInt(v);
Emit(AsString(result));

The map function emits in output each word together with an associated count of
occurrences (in this simple example just one). The reduce function provides the re-
quired result by summing all of the counts emitted for a specific word. MapReduce
implementations (Google App Engine and Hadoop for instance) then automatically
parallelize and execute the program on a large cluster of commodity machines. The
runtime system takes care of the details of partitioning the input data, scheduling
the program’s execution across a set of machines, handling machine failures, and
managing required intermachine communication. While MapReduce certainly lim-
its the scope of parallel applications that can be developed to a particular type of
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interaction, it allows programmers with no previous experience with parallel and
distributed computing to easily utilize the resources of a large distributed system.
A typical MapReduce computation processes many terabytes of data on hundreds
or thousands of machines. Programmers find the model easy to use (and it certainly
is when compared to more advanced interactions among tasks), and more than 100K
MapReduce jobs are routinely executed on Google’s and Amazon’s clusters every
day.

1.7 The Economics

Grid Computing leverages the techniques of clustering where multiple independent
clusters act like a grid due to their nature of not being located in a single domain.
This leads to the data-compute affinity problem: because of the distributed nature of
the Grid, the computational nodes could be located anywhere in the world. It is fine
having all that CPU power available, but the data on which the CPU performs its
operations could be thousands of miles away, causing a delay (latency) between data
fetch and execution. CPUs need to be fed with different volumes of data depending
on the tasks they are processing. Running a data intensive process with disparate
data sources can create an I/O bottleneck causing the CPU to run inefficiently and
affecting economic viability. This also applies to clouds but, owing to the centralized
nature of cloud environments and to the requirements of cloud applications which
usually move a relatively scarce volume of data (with some exceptions), the problem
is far less critical. Storage management, security provisioning, and data movement
are the nuts to be cracked in order for grids to succeed; more important than these
technical limitations is becoming the lack of business buy in.

The nature of Grid/Cloud computing means that a business has to migrate its
application and data to a third-party solution. This creates huge barriers to the up-
take, at least initially. Financial business institutions need to know that grid vendors
understand their business, not just the portfolio of applications they ran and the in-
frastructure they ran upon. This is critical to them. They need to know that whoever
supports their systems knows exactly what the effect of any change could poten-
tially make to their shareholders. The other bridge that has to be crossed is that of
data security and confidentiality. For many businesses, their data is the most sensi-
tive, business critical thing they possess. To hand this over to a third-party is simply
not going to happen. Banks are happy to outsource part of their services but want
to be in control of the hardware and software—basically using the outsourcer as an
agency for staff.

Jim Gray (Turing Award in 1998, lost at sea in 2007) published in 2003 an in-
teresting paper on Distributed Computing Economics [32]. As stated in this 2003
paper, “Computing economics are changing. Today there is rough price parity be-
tween (1) one database access, (2) ten bytes of network traffic, (3) 100,000 instruc-
tions, (4) 10 bytes of disk storage, and (5) a megabyte of disk bandwidth. This has
implications for how one structures Internet-scale distributed computing: one puts
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computing as close to the data as possible in order to avoid expensive network traf-
fic”. This is exactly the data-compute affinity problem that plagues Grids.

The recurrent theme of this analysis is that On-Demand computing is only eco-
nomical for very CPU-intensive (100,000 instructions per byte or a CPU-day-per
gigabyte of network traffic) applications. Preprovisioned computing is likely to be
more economical for most applications, especially data-intensive ones. If Internet
access prices drop faster than Moore’s law, the analysis fails. If instead Internet
access prices drop slower than Moore’s law, the analysis becomes even stronger.

What are the economic issues of moving a task from one computer to another or
from one place to another? A computation task has four characteristic demands:

• Networking—delivering questions and answers,
• Computation—transforming information to produce new information,
• Database Access—access to reference information needed by the computation,
• Database Storage—long-term storage of information (needed for later access).

The ratios among these quantities and their relative costs are pivotal: it is fine to
send a GB over the network if it saves years of computation, but it is not economic
to send a kilobyte question if the answer could be computed locally in a second.

1.7.1 The Economics in 2003

To make the economics tangible, take the following baseline hardware parameters:

1. 2-GHz CPU with 2-GB RAM (cabinet and networking);
2. 200-GB disk with 100 accesses/second and 50-MB/s transfer;
3. 1-Gbps Ethernet port-pair;
4. 1-Mbps WAN link.

From this Gray concludes that one dollar equates to

• 1 GB sent over the WAN;
• 10 Tops (tera cpu operations);
• 8 hours of CPU time;
• 1 GB disk space;
• 10 M database accesses;
• 10 TB of disk bandwidth;
• 10 TB of LAN bandwidth.

Let us now think about some of the implications and consequences. Beowulf
networking is 10,000× cheaper than WAN networking, and a factor of 105 matters.
Moreover, the cheapest and fastest way to move a Terabyte cross country is sneaker-
net (the transfer of electronic information, especially computer files, by physically
carrying removable media such as magnetic tape, compact discs, DVDs, USB flash
drives, or external drives from one computer to another): 24 hours = 4 MB/s, 50$
shipping vs 1,000$ WAN cost; a few real examples follow. Google has reportedly
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used a sneakernet to transport datasets too large for current computer networks, up
to 120 TB in size. The SETI@home project uses a sneakernet to overcome band-
width limitations: data recorded by the radio telescope in Arecibo, Puerto Rico, is
stored on magnetic tapes which are then shipped to Berkeley, California, for pro-
cessing. In 2005, Jim Gray reported sending hard drives and even “metal boxes with
processors” to transport large amounts of data by postal mail.

The conclusions of Gray (http://research.microsoft.com/en-us/um/people/gray/
talks/WebServices_Grid.ppt) are that “To the extent that computational grid is like
Seti@Home or ZetaNet or Folding@home or. . . it is a great thing; The extent that
the computational grid is MPI or data analysis, it fails on economic grounds: move
the programs to the data, not the data to the programs. The Internet is NOT the cpu
backplane. The USG should not hide this economic fact from the academic/scientific
research community”.

1.7.2 The Economics in 2010

It is worth recalling here that when Jim Gray published his paper, the fastest Super-
computer operated at a speed of 36 TFLOPS; the fastest supercomputer available
today provides computing power in excess of 1.7 PFLOPS, and a new IBM Blue
Gene/Q is planned for 2010–2012, which will operate at 10 PFLOPS, practically
outstripping Moore’s law by a factor of 10. Internet access prices have fallen, and
bandwidth has increased since 2003, but more slowly than processing power. There-
fore, the economics are even worse than in 2003, and it follows that, at the moment,
there are too many issues and costs with network traffic and data movements to
allow Clouds to happen for all kinds of customers. The majority of routine tasks,
which are not processor intensive and time critical, are the most likely candidates
to be migrated to cloud computing, even though these may be the least economical
to be ported to that architecture. Among the many processor intensive applications,
a few selected applications such as image rendering or finite modelling appear to be
good candidate applications.

1.8 Applications

We now briefly consider what type of applications are best suited for execution on
grids and clouds respectively. The reader should take into account the issues we
discussed regarding the movement of both input and output data, especially regard-
ing large datasets. Traditional sequential batch jobs can be run without problems on
both grids and clouds.

Parallel jobs can be run without issues on a single parallel supercomputer or clus-
ter belonging to a grid; running them on clouds requires an initial effort to properly
setup the environment and is likely to achieve performances similar to those on a
self-made, assembled beowulf cluster using a low-cost interconnection network and
off-the-shelf components.

http://research.microsoft.com/en-us/um/people/gray/talks/WebServices_Grid.ppt
http://research.microsoft.com/en-us/um/people/gray/talks/WebServices_Grid.ppt
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Parameter sweep applications, in which the same executable is run each time
using a different set of input files, are good candidates for execution in both grids
and clouds environments: in general, loosely coupled applications with infrequent
or absent interprocess communications perform well.

Finally, complex applications with data and compute dependencies are usually
described as workflow applications and characterized by a graph whose vertices rep-
resent applications and whose arcs model dependencies among the vertices. When
all of the nodes in the graph represent sequential batch jobs, a workflow can be run
on clouds (we already noted that parallel applications are not well suited to clouds).
Conversely, if some of the nodes requires parallel processing, grids are more appro-
priate.

1.9 Conclusions

This chapter introduced the concepts of grids, clouds, and virtualization. We have
discussed the key role of grids in advancing the state of the art in distributed com-
puting, and how the interest for these technologies gave rise to a plethora of projects,
aimed both at developing the needed middleware stack and exploiting the new
paradigm to accelerate science discovery. We have seen that despite a decade of
active research, no viable commercial grid computing provider has emerged, and
have investigated the reasons behind. The main problems seem to be related to the
underlying complexity of deploying and managing a grid, even though there are
scientific applications that may actually benefit from grid computing (in particu-
lar, complex applications requiring a distributed workflow model of execution). The
other problem, data-compute affinity, affects both grids and clouds, even though in
the cloud case the volume of data to be transferred is usually relatively scarce. We
have then examined the emerging cloud computing paradigm, comparing and con-
trasting it with grids from many perspectives. Clouds build on virtualization tech-
nologies which act as one of the key enablers, and are well suited to both loosely
coupled applications with infrequent or absent interprocess communications (such
as parameter sweep studies) and to MapReduce-based applications. Our review of
virtualization/cloud technologies puts in context cloud computing environments. Fi-
nally, we have briefly discussed the economics behind grids and clouds, laying out
the foundations and providing fertile ground for the next chapters of this book.
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Chapter 2
Quality of Service for I/O Workloads
in Multicore Virtualized Servers

J. Lakshmi and S.K. Nandy

Abstract Emerging trend of multicore servers promises to be the panacea for all
data-center issues with system virtualization as the enabling technology. System vir-
tualization allows one to create virtual replicas of the physical system, over which
independent virtual machines can be created, complete with their own, individual
operating systems, software, and applications. This provides total system isolation
of the virtual machines. Apart from this, the key driver for virtualization adoption in
data-centers will be safe virtual machine performance isolation that can be achieved
over a consolidated server with shared resources. This chapter identifies the basic
requirements for performance isolation of virtual machines on such servers. The
consolidation focus is on enterprise workloads that are a mix of compute and I/O
intensive workloads. An analysis of prevalent, popular system virtualization tech-
nologies is presented with a view toward application performance isolation. Based
on the observed lacunae, an end-to-end system virtualization architecture is pro-
posed and evaluated.

2.1 Introduction

System virtualization on the emerging multicore servers is a promising technology
that has solutions for many of the key data-center issues. Today’s data-centers have
concerns of curtailing space and power footprint of the computing infrastructure,
which the multicore servers favorably address. A typical multicore server has suf-
ficient computing capacity for aggregating several server applications on a single
physical machine. The most significant issue with co-hosting multiple-server appli-
cations on a single machine is with the software environment of each of the appli-
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cations. System virtualization addresses this problem since it enables the creation
of virtual replicas of a complete system, over which independent virtual machines
(VMs) can be built, complete with their own, individual operating systems, software,
and applications. This results in complete software isolation of the VMs, which al-
lows independent applications to be hosted within independent virtual machines on
a single physical server.

Apart from the software isolation, the key driver for virtualization adoption in
data-centers will be safe virtual machine performance isolation that can be achieved
over a consolidated server. This is essential, particularly for enterprise application
workloads, like database, mail, and web-based applications that have both CPU and
I/O workload components. Current commodity multicore technologies have system
virtualization architectures that provide CPU workload isolation. The number of
CPU-cores in comparison to I/O interfaces is high in multicore servers. This results
in the sharing of I/O devices among independent virtual machines. As a result, this
changes the I/O device sharing dynamics when in comparison to dedicated servers,
wherein all the resources like the processors, memory, I/O interfaces for disk and
network access are architected to be managed by a single OS. On such systems, so-
lutions that optimize or maximize the application usage of the system resources are
sufficient to address the performance of the application. When multiple, indepen-
dent applications are consolidated onto a multicore server, using virtual machines,
performance interference caused due to shared resources across multiple VMs adds
to the performance challenges. The challenge is in ensuring performance of the inde-
pendent I/O intensive applications, hosted inside isolated VMs, on the consolidated
server while sharing a single I/O device [10].

Prevalent virtualization architectures suffer from the following distinct problems
with regard to I/O device virtualization;

1. Device virtualization overheads are high due to which there is a reduction in the
total usable bandwidth by an application hosted inside the VM.

2. Prevalent device virtualization architectures are such that sharing of the device
causes its access path also to be shared. This causes performance degradation
that is dependent on I/O workloads and limits scalability of VMs that can share
the I/O device [1].

3. Device access path sharing causes security vulnerabilities for all the VMs sharing
the device [35].

These reasons cause variability in application performance that is dependent on the
nature of consolidated workloads and the number of VMs sharing the I/O device.

One way to control this variability is to impose necessary Quality of Service
(QoS) controls on resource allocation and usage of shared resources. Ideally, the
QoS controls should ensure that:

• There is no loss of application performance when hosted on virtualized servers
with shared resources.

• Any spare resource is made available to other contending workloads.

The chapter starts with a discussion on the resource specific QoS controls that
an application’s performance depends on. It then explores the QoS controls for re-
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source allocation and usage in prevalent system virtualization architectures. The
focus of this exploration is on the issues of sharing a single NIC across multiple vir-
tual machines (VMs). Based on the observed lacunae, an end-to-end architecture for
virtualizing network I/O devices is presented. The proposed architecture is an ex-
tension to that of what is recommended in the PCI-SIG IOV specification [21]. The
goal of this architecture is to enable fine-grained controls to a VM on the I/O path of
a shared device leading to minimization of the loss of usable device bandwidth with-
out loss of application performance. The proposed architecture is designed to allow
native access of I/O devices to VMs and provides the device-level QoS controls
for managing VM specific device usage. The architecture evaluation is carried out
through simulation on a layered queuing network(LQN) [3, 4] model to demonstrate
its benefits. The proposed architecture improves application throughput by 60% as
in comparison to what is observed on the existing architectures. This performance
is closer to the performance observed on nonvirtualized servers. The proposed I/O
virtualization architecture meets its design goals and also improves the number of
VMs that can share the I/O device. Also, the proposed architecture eliminates some
of the shared device associated security vulnerabilities [35].

2.2 Application Requirements for Performance Isolation on
Shared Resources

Application performance is based on timely availability of the required resources
like processors, memory, and I/O devices. The basic guideline for consolidating
enterprise servers over multicore virtualized systems is by ensuring availability of
required resources as and when required [7]. For the system to be able to do so, the
application resource requirements are enumerated using resource requirement (RR)
tuples. An RR tuple is an aggregated list of various resources that the application’s
performance depends on. Thus RR tuple is built using individual resource tuples.
Each resource tuple is made up of a list of resource attributes or the attribute tuples.
Using this definition, a generic RR tuple can be written as follows:

Application(RR) =
(R1 < A1(Unit,Def ,Min,Max),A2(Unit,Def ,Min,Max), . . . >,

R1 < A1(Unit,Def ,Min,Max),A2(Unit,Def ,Min,Max), . . . >,

. . .)

where:

• Application(RR)—Resource requirement tuple of the application.
• R1—Name of a resource, viz. processor (CPU), memory, network(NIC), etc.
• A1—Name of the attribute of the associated resource. As an example, if A1 rep-

resents the CPU speed attribute, it is denoted by the tuple that describes the CPU
speed requirements for the application.
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• (Unit, Def, Min, Max) represent the Unit of measurement, Default, Minimum, and
Maximum values of the resource attribute.

Using the XML format for resource specification, akin to Globus Resource Spec-
ification Language [13], the following example in Fig. 2.1 illustrates the applica-
tion(RR) for a typical VM that has both compute and I/O workloads.

In the depicted example, the resource tuple for the CPU resource is described
by the <CPU_Resource_Descriptor> and </CPU_Resource_Descriptor> tag pair.
Attribute tuples relevant to and associated with this resource are specified using the
attribute and value tag pair, within the context of resource tag pair. Each attribute
is specified by its Unit of measurement, Default, Minimum, and Maximum values
that the virtual machine monitor’s (VMM’s) resource allocator uses for allocating
the resource to the VM. In the example, the CPU speed is defined by the attribute
tags <Speed> and </Speed>. The Unit of Measurement for CPU speed is men-
tioned as MHz. The attribute values for Default, Minimum, and Maximum specify
the CPU speed required for the desired application performance hosted inside the

Fig. 2.1 An example Application Resource Requirement tuple for a VM, expressed in XML
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VM. Default value specifies the attribute value that the VMM can initially allo-
cate to the VM. On an average, this is the value that the VM is expected to use.
The Minimum value defines the least value for the attribute that the VM needs to
support the guaranteed application performance. The Maximum value defines the
maximum attribute value that the VM can use while supporting its workload. All
the three attribute values can be effectively used if the VMM uses dynamic adaptive
resource allocation policies. For each resource, its tuple is specified using attribute
value tuples that completely describe the specific resource requirement in terms of
the quantity, number of units, and speed of resource access.

On a virtualized server the physical resources of the system are under the control
of the VMM. The resource tuples are used by the VMM while allocating or deal-
locating resources to the VMs. It can be assumed that RR contains values that are
derived from the application’s performance requirements. In the context of multi-
core servers, with server consolidation as the goal, each application can be assumed
to be hosted in an independent VM which encapsulates the application’s environ-
ment. Hence, the application’s resource tuples can be assumed to be the RR for each
VM of the virtualized server. In the case where multiple applications are co-hosted
on a single VM, these resource tuples can be arrived at by aggregating the resource
requirements of all the applications hosted by the VM.

2.3 Prevalent Commodity Virtualization Technologies and QoS
Controls for I/O Device Sharing

Commodity virtualization technologies like Xen and Vmware have made the normal
desktop very versatile. A generic architecture of system virtualization, implemented
in these systems, is given in Fig. 2.2. The access to CPU resource is native, to all
VMs sharing the CPU, for all instructions except the privileged instructions. The
privileged instructions are virtualized, i.e., whenever such instructions are executed

Fig. 2.2 Generic System
Virtualization architecture of
prevalent commodity
virtualization technologies
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from within the VM, they are trapped, and control is passed to the VMM. All I/O
instructions fall under the category of privileged instructions. Thus, I/O devices like
the Network Interface Card (NIC) and the DISK are treated differently, when vir-
tualized. There are two different, popularly adopted, methods used for virtualizing
I/O devices, namely, para-virtualization and emulation [27]. Para-virtualized mode
of access is achieved using a virtual device driver along with the physical device
driver. A hosting VM or the VMM itself has exclusive, native access to the physical
device. Other VMs sharing the device use software-based mechanisms, like the vir-
tual device driver, to access the physical device via the hosting VM or the VMM. In
emulated mode of access, each VM sharing the physical device has a device driver
that is implemented using emulation over the native device driver hosted by the
VMM. Both these modes provide data protection and integrity to independent VMs
but suffer from loss of performance and usable device bandwidth. Details of the
evaluation are elucidated in the following section. In order to understand the effect
of the device virtualization architectures on application performance, experimental
results of well-known benchmarks, httperf [8] and netperf [2], are evaluated. The
first experiment is described in Sect. 2.3.1 and explores how virtualization affects
application performance. The second experiment, described in Sect. 2.3.2, evalu-
ates the existing QoS constructs in virtualized architectures for their effectiveness
in providing application-specific guarantees.

2.3.1 Effect of Virtualization on Application Performance

Prevalent commodity virtualization technologies, like Xen and Vmware, are built
over system architectures designed for single OS access. The I/O device architec-
tures of such systems do not support concurrent access to multiple VMs. As a result,
the prevailing virtualization architectures support I/O device sharing across multiple
VMs using software mechanisms. The result is device sharing along with its access
path. Hence, serialization occurs at the device and within the software layers used
to access the device.

In virtualized servers, disk devices are shared differently compared to sharing of
NICs. In the case of disk devices, a disk partition is exposed as a filesystem that
is exported to a single VM. Any and every operation to this filesystem is from a
single VM, and all read and write disk operations are block operations. The data
movements to and from the filesystem is synchronized using the filesystem buffer
cache that is resident within the VM’s address space. The physical data movement
is coordinated by the native device drivers within the VMM or the hosted VM,
and the para-virtualized or emulated device driver resident in the VM. In the para-
virtualized mode, the overheads are due to the movement of data between the device
hosting VM and the application VM. In the case of emulation mode of access, the
overheads manifest due to the translation of every I/O instruction between the em-
ulated device driver and the native device driver. Due to this nature of I/O activity,
VM specific filesystem policies get to be implemented within the software layers of



2 Quality of Service for I/O Workloads in Multicore Virtualized Servers 29

the VMM or the hosting VM. Since the filesystem activity is block based, setting
up appropriate block sizes can, to some extent, enable the control of bandwidth and
speed requirements on the I/O channel to the disk. However, these controls are still
coarse-grained and are insufficient for servers with high consolidation ratios.

For network devices, the existing architecture poses different constraints. Unlike
for the disk I/O which is block based, network I/O is packet based, and sharing
a single NIC with multiple VMs has intermixed packet streams. This intermixing
is transparent to the device and is sorted into per VM stream by the VMM or the
hosting VM. Apart from this, every packet is subjected to either instruction transla-
tion (emulation) or address translation (para-virtualization) due to virtualization. In
both the cases, virtualization techniques build over existing “single-OS over single
hardware” model. This degrades application performance.

Throughput studies of standard enterprise benchmarks highlight the effects of
virtualization and consolidation based device sharing. Since NIC virtualization puts
forth the basic issues with virtualization technologies, an analysis of NIC sharing
over application throughput is presented. Figures 2.3a and 2.4a depict the perfor-
mance of two standard benchmarks, netperf [2] and httperf [8], wherein the bench-
mark server is hosted in three different environments, namely nonvirtualized, virtu-
alized, and consolidated servers. The nonvirtualized environment is used to generate
the baseline for the metric against which the comparison is made for the perfor-
mance on virtualized and consolidated server. The virtualized server hosts only one
VM wherein the complete environment of the nonvirtualized server is reproduced
inside the VM. This environment is used to understand the overheads of virtualiza-
tion technology. The consolidated server hosts two VMs, similar to the VM of the
virtualized server, but with both VMs sharing the same NIC. The consolidated server
environment is used to understand the I/O device sharing dynamics on a virtualized
server.

For the netperf benchmark, netperf is the name of the client, and netserver is
the server component. The study involves execution of the TCP_CRR test of net-
perf. The TCP_CRR test measures the connect-request-response sequence through-
put achievable on a server and is similar to the access request used in http-based
applications. In the case of httperf benchmark, the client, called httperf, communi-
cates with a standard http server using the http protocol. In the httperf test used, the
client allows for specifying the workload in terms of the number of http requests to
the server in one second, for a given period of time, to generate statistics like the
average number of replies received from the server (application throughput), the av-
erage response time of a reply, and the network bandwidth utilized for the workload.
While netperf gives the achievable or achieved throughput, httperf gives an aver-
age throughput calculated for a subset of samples, executed over a specified period
of time, within the given experiment. Hence, httperf results give an optimistic esti-
mate which may fall short of expectation in situations where sustained throughput
is a requirement.

It is observed from the throughput graphs of netperf and httperf that there is
a significant drop in application throughput as it is moved from nonvirtualized to
Xen virtualized server. Xen virtualization uses para-virtualization mechanism with
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Fig. 2.3 netserver achievable Throughput and corresponding %CPU Utilization on Xen virtual-
ized platform

Fig. 2.4 httperf server Throughput and %CPU Utilization on Xen virtualized single-core server.
The hypervisor and the VMs are pinned to the same core

software bridging to virtualize the NIC. The application throughput loss is the over-
all effect of virtualization overheads. There is a further drop when the application
is hosted on a consolidated server with the VMs sharing the NIC. This is obvi-
ous, since for the consolidated server, the NIC is now handling twice the amount of
traffic in comparison to that of the virtualized server case. It is interesting to note
that the virtualization overheads manifest as extra CPU utilization on the virtualized
server [17]. This is observed by the CPU utilization graphs of Figs. 2.3b and 2.4b.
Both benchmarks indicate increased CPU activity to support the same application
throughput. This imposes response latencies leading to application throughput loss
and also usable device bandwidth loss for the VM. The noteworthy side effect of this
device bandwidth loss, for a VM, is that it is usable by another VM, which is shar-
ing the device. This is noticed in the throughput graphs of the consolidated server
for netperf benchmark. It is an encouraging fact for consolidating I/O workloads on
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Fig. 2.5 httperf server Throughput and %CPU Utilization on Vmware-ESXi virtualized single–
core server. The VMs are pinned to a single core, while hypervisor uses all available cores

virtualized servers. However, httperf benchmark performance on the consolidated
server is not very impressive and suggests further investigation.

Conducting this experiment on Vmware virtualization technology produces sim-
ilar behavior, which is depicted in Fig. 2.5. The httperf benchmark tests are con-
ducted on an Intel Core2Duo server with two cores. Unlike the case of Xen, pinning
of ESXi server (the hypervisor) to a CPU is not allowed. Hence, any CPU utilization
measurements for the ESXi hypervisor on Vmware show utilizations for all CPUs
included. This results in %CPU utilization above 100% in the case of multicore
systems. Vmware-ESXi server implements NIC virtualization using device emula-
tion. It is observed that the overheads of emulation are comparatively quite high in
relation to para-virtualization used in Xen. Here also, virtualization of NIC results
in using up more CPU to support network traffic on a VM when in comparison to
a nonvirtualized server. The other important observation is the loss of application
throughput. Device emulation imposes higher service times for packet processing,
and hence drastic drop of application throughput is observed in comparison to non-
virtualized and para-virtualized systems. In this case 70% drop on the maximum
sustained throughput is observed in comparison to the throughput achieved in the
nonvirtualized environment. This loss is visible even in the consolidated server case.
Interestingly, the total network bandwidth used in the case of consolidated VMs on
Vmware-ESXi was only 50% of the available bandwidth. Hence, the bottleneck is
the CPU resource available to the VMs, since each of the VM was hosted on the
same core. It is reasonable to believe that multicores can alleviate the CPU require-
ment on the consolidated server. On such systems, the CPU requirement of the VMs
can be decoupled from that of the VMM by allocating different CPU cores to each
of them. Study of httperf benchmark on consolidated server with each VM pinned
to a different core, for both Xen and Vmware-ESXi virtualized server, shows oth-
erwise. Application throughput increase is observed in comparison to single-core
consolidated server, but this increase still falls short by 10% of what was achieved
for the nonvirtualized server. The reason for this shortcoming is because both VMs
sharing the NIC also share the access path that is implemented by the Independent
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Fig. 2.6 httperf server %CPU Utilization on Xen and Vmware-ESXi virtualized multicore server.
The hypervisor and the VMs are pinned to independent cores

Driver Domain (IDD) in the case of Xen and the hypervisor in the case of Vmware-
ESXi virtualized server. This sharing manifests as serialization and increased CPU
utilization of the IDD or the hypervisor, which becomes the bottleneck as the work-
load increases. Also, this bottleneck restricts the number of VMs that can share the
NIC. This is clearly depicted in the graphs of Fig. 2.6. In Fig. 2.6a, it is observed
that as the httperf workload is increasing, there is a linear increase in the CPU uti-
lization of the VMs as well as the Xen-IDD hosting the NIC. The CPU utilization of
the IDD, however, is much more when compared to the CPU utilization of either of
the VMs. This is because the IDD is supporting network streams to both the VMs.
As a consequence, it is observed that even though there is spare CPU available to
the VMs, they cannot support higher throughput since the IDD has exhausted its
CPU resource. This indicates that lack of concurrent device with concurrent access
imposes serialization constraints on the device and its access path which limits de-
vice sharing scalability on virtualized servers. This behavior is also observed in the
case of the Vmware-ESXi server as is depicted in Fig. 2.6b. However, as in the case
of single-core experiments, the CPU Utilization by the hypervisor and the VMs is
significantly much higher in comparison to the Xen server for the same benchmark
workload. This results in poor performance when compared to para-virtualized de-
vices, but yields more unused device bandwidth. As a result, Vmware-ESXi server
supports higher scalability for sharing the NIC.

The analysis for multicore virtualized server CPU Utilization indicates that even
with the availability of required resources, for each of the VMs and the hypervi-
sor, the device sharing architecture has constraints that impose severe restrictions
in usable bandwidth and scalability of device sharing. These constraints are specif-
ically due to serialization of device and its access paths. Hence, it is necessary to
rearchitect device virtualization to enable concurrent device access to eliminate the
bottlenecks evident in device sharing by the VMs.
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2.3.2 Evaluation of Network QoS Controls

The most noteworthy point of observation of the study in Sect. 2.3.1 is the behavior
of each stream of benchmark on the consolidated server. In general, it is observed
that there is a further reduction of throughput on the consolidated server in compar-
ison to the single VM on a virtualized server, for both the benchmarks netperf and
httperf, with a marked decrement in the latter case. This indicates the obvious: lack
of QoS constraints would lead to severe interference in performance delivered by
the device sharing VMs.

The current commodity virtualization technologies like Xen and Vmware allow
for VM specific QoS controls on different resources using different mechanisms.
The CPU resource allocations are handled directly by the VMM schedulers like
Credit, SEDF, or BVT schedulers of Xen [11]. Also, as discussed in [17, 24, 31, 32],
the existing CPU resource controls are fine-grained enough to deliver desired per-
formance for CPU-based workloads. The problem is with I/O devices. The access
to an I/O device is always through the hypervisor or the driver domain OS kernel to
ensure data integrity and protection. The device is never aware as to which VM is
using it at any given instance of time; this information and control is managed by
the hypervisor or the driver domain. Hence, resource allocation controls with regard
to the I/O devices are at a higher abstraction level rather than at the device level,
unlike in the case of the CPU resource. These controls are effective for the outgoing
streams from the server, since packets that overflow are dropped before reaching the
NIC. However, for the incoming stream, the control is ineffective since the decision
of accepting or rejecting is made after the packet is received by the NIC. Hence,
the controls are coarse-grained and affect the way resource usage is controlled and
thereby the application performance. In scenarios where I/O device utilization is
pushed to its maximum, limitations of such QoS controls are revealed as loss of us-
able bandwidth or scalability of sharing, thereby causing unpredictable application
performance, as is illustrated in the next section.

To understand the effect of software-based QoS controls for network bandwidth
sharing, an experimental analysis of httperf benchmark on a consolidated server is
presented. The consolidated server hosts two VMs, namely VM1 and VM2, that
are sharing a NIC. Each VM hosts one http server that responds to a httperf client.
The httperf benchmark is chosen for this study because it allows customization of
observation time of the experiment. This is necessary since the bandwidth control
mechanisms that are available are based on time-sampled averages and hence, need
a certain interval of time to affect application throughput. The experiment involves
two studies, one is that of best effort sharing where no QoS is imposed on either
of the VMs, and in the second case VM1 is allowed to use the available network
bandwidth when VM2 is constrained, by imposing specific QoS value based on the
desired application throughput. For both studies, each VM is subjected to equal load
from the httperf clients.

The performance of consolidated server corresponding to the best effort shar-
ing case is presented in Figs. 2.4a and 2.5a. As it is observed from the graphs, the
NIC bandwidth sharing is equal in both the virtualization solutions. When no QoS
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Fig. 2.7 Effect of hypervisor network bandwidth controls on application throughput for consoli-
dated virtualized server hosting two VMs

controls are enforced and each VM has equal demand for the resource, it is shared
equally on a best effort basis. In the second study, when bandwidth control is en-
forced on the VM2, while allowing complete available bandwidth to the VM1, the
expected behavior is to see improved throughput for the unconstrained VM1. This
is to say, VM1 performance is expected to be better in comparison to the best effort
case. Figure 2.7 demonstrates that imposing QoS controls on VM2 does not trans-
late to extra bandwidth availability for the other, unconstrained VM. The reasons
for this behavior are a multitude. The most significant ones being the virtualization
overhead in terms of the CPU resource required by the VMM or the hosting VM to
support I/O workload, serialization of the resource and its access path, lack of con-
trol on the device for the VM specific incoming network stream, and lastly, higher
priority to the incoming stream over the outgoing stream at the device. All these
lead to unpredictable application performance inspite of applying appropriate QoS
controls. Also, it is interesting to note that the variation in performance is dependent
on the nature of the consolidated workloads. This performance variation affects all
the consolidated workloads and makes the application guarantee weak. On multi-
core servers hosting many consolidated workloads of a datacenter, indeterminate
performance is definitely not acceptable. Also, since virtual device is an abstraction
supported in software, device usage controls are coarse grained and hence ineffec-
tive. This could lead to an easy denial of service attack on a consolidated server with
shared devices.

The bandwidth controls enforced are based on the following principle. For each
of the virtualization technologies used, i.e., Xen and Vmware, the network band-
width used by a single VM to support different httperf request rates, without perfor-
mance loss, is measured. These bandwidth measurements are used to apply control
on the outgoing traffic from VM2. Currently, the available controls allow constraints
only on the outgoing traffic. On the incoming traffic, ideally the control should be
applied at the device so that any packet causing overflow is dropped before recep-
tion. Such controls are not available at present. Instead, in Xen, at least one can use
the netfilter module’s stream-based controls after receiving the packet. This does not
serve the purpose, because by receiving a packet that could potentially be dropped
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later, the device bandwidth is anyway wasted. Hence, the study involves using only
the outgoing traffic controls for the constrained VM.

The selection of different range of workloads, for each of the virtualized server,
is based on the maximum throughput that each can support in a consolidated server
environment. For each QoS control, the maximum throughput achieved, without
loss, by each of the VM, is plotted in the graphs of Figs. 2.7a and b. In these figures,
the x-axis represents the httperf request rate based on which the network bandwidth
control was applied on the VM2, and the y-axis represents the application through-
put achieved by each of the VMs. In the case of Xen, Linux tc utility of the netfilter
module [34] is used to establish appropriate bandwidth controls. Specifically, each
traffic stream from the VMs is defined using htb class with tbf queue discipline with
the desired bandwidth control. Each queue is configured with a burst value to sup-
port a maximum of 10 extra packets. In the case of Vmware-ESXi server, the Veam
Monitor controls for network bandwidth are used and populated with the same QoS
controls as is done for the Xen server.

Based on the behavior of the benchmarks, following bottlenecks are identified
for sharing network I/O device across multiple VMs on Xen or Vmware-ESXi vir-
tualized server.

• Virtualization increases the device utilization overheads, which leads to increased
CPU utilization of the hypervisor or the IDD hosting the device.

• Virtualization overheads cause loss of device bandwidth utilization from inside a
VM. Consolidation improves the overall device bandwidth utilization but further
adds to CPU utilization of the VMM and IDD. Also, if the VMM and IDD do not
support concurrent device access APIs, they themselves become the bottlenecks
for sharing the device.

• QoS features for regulating incoming and outgoing traffic are currently imple-
mented in the software stack. Uncontrolled incoming traffic at the device, to a
VM that is sharing a network device, can severely impact the performance of
other VMs because the decision to drop an incoming packet is taken after the
device has received the packet. This could potentially cause a denial of service
attack on the VMs sharing the device.

Based on the above study, a device virtualization architecture is proposed and de-
scribed in the following sections. The proposal is an extension to I/O virtualization
architecture, beyond what is recommended by the PCI-SIG IOV specification [21].
The PCI-SIG IOV specification defines the rudiments for making I/O devices vir-
tualization aware. On the multicore servers with server consolidation as the goal,
particularly in the enterprise segment, being able to support multiple virtual I/O de-
vices on a single physical device is a necessity. High-speed network devices, like
10-Gbps NICs, are available in the market. Pushing such devices to even 80% uti-
lization needs fine-grained resource management at the device level. The basic goal
of the proposed architecture is to be able to support finer levels of QoS controls,
without compromising on the device utilization. The architecture is designed to en-
able native access of I/O devices to the VMs and provide device-level QoS hooks
for controlling VM specific device usage. The architecture aims to reduce network
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I/O device access latency and enable improvement in effective usable bandwidth in
virtualized systems by addressing the following issues:

• Separating device management issues from device access issues.
• Allowing native access of a device to a VM by supporting concurrent device

access and eliminating hypervisor/IDD from the path of device access.
• Enable fine-grained resource usage controls at the device.

In the remaining part of the chapter, we bring out the need for extending I/O device
virtualization architecture in Sect. 2.4. Section 2.5 highlights the issues in sharing of
the I/O device and its access path in prevalent virtualization architectures leading to
a detailed description of the proposed architecture to overcome the bottlenecks. Xen
virtualization architecture is taken as the reference model for the proposed archi-
tecture. In the subsequent part of the section, a complete description of the network
packet work-flow for the proposed architecture is presented. These work-flows form
a basis for generating the LQN model that is used in the simulation studies for ar-
chitecture evaluation described in Sect. 2.6. A brief description of the LQN model
generation and detailed presentation of simulation results is covered in Sect. 2.7.
Finally, in Sect. 2.8 the chapter conclusion highlights on the benefits of the archi-
tecture.

2.4 Review of I/O Virtualization Techniques

Virtualization technologies encompass a variety of mechanisms to decouple the
system architecture and the user-perceived behavior of hardware and software re-
sources. Among the prevalent technologies, there are two basic modes of virtualiza-
tion, namely, full system virtualization as in Vmware [15] and para-virtualization
as in Xen [11]. In full system virtualization complete hardware is replicated virtu-
ally. Instruction emulation is used to support multiple architectures. The advantage
of full system virtualization is that it enables unmodified Guest operating systems
(GuestOS) to execute on the VM. Since it adopts instruction emulation, it tends to
have high performance overheads as observed in the experimental studies described
earlier. In Para-virtualization the GuestOS is also modified suitably to run concur-
rently with other VMs on the same hardware. Hence, it is more efficient and offers
lower performance overheads. In either case, system virtualization is enabled by a
layer called the virtual machine monitor (VMM), also known as the hypervisor, that
provides the resource management functionality across multiple VMs. I/O virtual-
ization started with dedicated I/O devices assigned to a VM and has now evolved
to device sharing across multiple VMs through virtualized software interfaces [27].
A dedicated software entity, called the I/O domain, is used to perform physical de-
vice management [9, 12]. The I/O domain can be part of the VMM or be an inde-
pendent domain, like the independent driver domain (IDD) of Xen. In the case of
IDD, the I/O devices are private to the domain, and memory accesses by the devices
are restricted to the IDD. Any application in a VM seeking access to the device has
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to route the request through the IDD, and the request has to pass through the address
translation barriers of the IDD and VM [14, 19, 20, 22].

Recent publications on concurrent direct network access (CDNA) [23] and scal-
able self-virtualizing network interface [16] are similar to the proposed work in the
sense that they explore the I/O virtualization issues on the multicore platforms and
provision for concurrent device access. However, the scalable self-virtualizing in-
terface describes assigning a specific core for network I/O processing on the virtual
interface and exploits multiple cores on embedded network processors for this. The
authors do not detail how the address translation issues are handled, particularly in
the case of virtualized environments. CDNA is architecturally closer to our archi-
tecture since it addresses concurrent device access by multiple VMs. CDNA relies
on per VM Receive (Rx) and Transmit (Tx) ring buffers to manage VM specific
network data. The VMM handles the virtual interrupts, and the Xen implementation
still uses IDD to share the I/O device. Also, authors do not address the performance
interference due to uncontrolled data reception by the device nor do they discuss the
need for addressing the QoS controls at the device level.

The proposed architecture addresses these and suggests pushing the basic con-
structs to assign QoS attributes like required bandwidth and priority into the device
to get fine-grained control on interference effects. Also, the proposed architecture
has it basis in exokernel’s [6] philosophy of separating device management from
protection. In exokernel, the idea was to extend native device access to applications
with the exokernel providing the protection. In the proposed approach, the exten-
sion of native device access is with the VM, the protection being managed by the
VMM and the device collectively. A VM is assumed to be running the traditional
GuestOS without any modifications with native device drivers. This is a strong point
in support of legacy environments without any need for code modification. Further,
the PCI-SIG community has realized the need for I/O device virtualization and has
come out with the IOV specification to deal with it. The IOV specification, however,
talks about device features to allow native access to virtual device interfaces, through
the use of I/O page tables, virtual device identifiers, and virtual device-specific in-
terrupts. The specification presumes that QoS is a software feature and does not ad-
dress this. Many implementations adhering to the IOV specification are now being
introduced in the market by Intel [18], Neterion [25], NetXen [26], Solarflare [33],
etc. Apart from these, the Crossbow [28] suite from SUN Microsystems talks about
this kind of resource provisioning. However, Crossbow is a software stack over a
standard IOV complaint hardware. The results published using any of these prod-
ucts are exciting in terms of the performance achieved. These devices when used
within the prevalent virtualization technologies need to still address the issue of
provisioning QoS controls on the device. Lack of such controls, as illustrated by
the previously described experimental studies, cause performance degradation and
interference that is dependent on the workloads sharing the device.
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2.5 Enhancement to I/O Virtualization Architecture

The analysis of prevalent commodity virtualization technologies in Sect. 2.3 clearly
highlights the issues that need to be addressed while sharing I/O devices across
independent VMs on multicore virtualized servers. It is also observed that while
para-virtualization offers better performance for the application, emulation is an
alternative for improved consolidation. The goals are seemingly orthogonal since
current technologies build over virtualization unaware I/O devices. The proposed
architecture takes a consolidated perspective of merging these two goals, that of en-
suring application performance without losing out on the device utilization by taking
advantage of virtualization aware I/O devices and rearchitecting the end-to-end vir-
tualization architecture to deliver the benefits. In order to understand the benefits of
the proposed architecture, the Xen-based para-virtualization architecture for I/O de-
vices is taken as the reference model. In the existing Xen virtualization architecture,
analysis of the network packet work-flow highlights following bottlenecks:

• Since the NIC device is shared, the device memory behaves like a common mem-
ory for all the contending VMs accessing the device. One misbehaving VM can
ensure deprivation leading to data loss for another VM.

• The Xen-IDD is the critical section for all the VMs sharing the device. IDD in-
curs processing overheads for every network operation executed on behalf of each
VM. Current IDD implementations do not have any hooks for controlling the
overheads on per VM basis. Lack of such controls leads to performance interfer-
ence in the device sharing VMs.

• Every network packet has to cross the address translation barrier of VMM to IDD
to VM and vice-versa. This happens because of lack of separation of device man-
agement issues from device access issues. Service overheads of this stage-wise
data movement cause drop in effective utilized device bandwidth. In multicore
servers with scarce I/O devices, this would mean having high-bandwidth under-
utilized devices and low-throughput applications on the consolidated server.

To overcome the above-listed drawbacks, the proposed architecture enhances I/O
device virtualization to enable separation of device management from device access.
This is done by building device protection mechanisms into the physical device and
managed by the VMM. As an example, for the case of NIC, the VMM recognizes
the destination VM of an incoming packet by the interrupt raised by the device and
forwards it to the appropriate VM. The VM then processes the packet as it would
do so in the case of nonvirtualized environment. Thus, device access and scheduling
of device communication are managed by the VM that is using it. The identity for
access is managed by the VMM. This eliminates the intermediary VMM/IDD on
the device access path and reduces I/O service time, which improves the application
performance on virtualized servers and also the usable device bandwidth which re-
sults in improved consolidation. In the following subsections we describe the NIC
I/O virtualization architecture, keeping the above goals in mind, and suggest how
the system software layers of the VMM and the GuestOS inside the VM should use
the NIC hardware that is enabled for QoS-based concurrent device access.
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2.5.1 Proposed I/O Virtualization Architecture Description

Figure 2.8 gives a block schematic of the proposed I/O virtualization architecture.
The picture depicts a NIC card that can be housed within a multicore server. The
card has a controller that manages the DMA transfer to and from the device mem-
ory. The standard device memory is now replaced by a partitionable memory sup-
ported with n sets of device registers. A set of m memory partitions, where m ≤ n,

along with device registers, forms the virtual-NICs (vNICs). The device memory
is reconfigurable, i.e., dynamically partitionable, and the VM’s QoS requirements
drive the sizing of the memory partition of a vNIC. The advantage of having a dy-
namically partitionable device memory is that any unused memory can be easily
extended into or reduced from a vNIC in order to support adaptive QoS specifica-
tions. The NIC identifies the destination VM of an arriving packet, based on the
logical device address associated with it. A simple implementation is to allow a sin-
gle physical NIC to support multiple MAC address associations. Each MAC address
then represents a vNIC, and a vNIC request is identified by generating a message-
signaled interrupt (MSI). The number of MAC addresses and interrupts supported
by the controller restricts the number of vNICs that can be exported. Although the
finite number of physical resources on the NIC restricts the number of vNICs that
can be exported, judicious use of native and para-virtualized access to the vNICs,
based on the QoS guarantees a VM needs to honor, can overcome the limitation.
A VM that has to support stringent QoS guarantees can choose to use native ac-
cess to the vNIC, whereas those VMs that are looking for best-effort NIC access
can be allowed para-virtualized access to a vNIC. The VMM can aid in setting up
the appropriate hosting connections based on the requested QoS requirements. The
architecture can be realized with the following enhancements:

Fig. 2.8 NIC architecture
supporting independent
reconfigurable virtual-NICs
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Virtual-NIC

In order to define vNIC, the physical device should support timesharing in hard-
ware. For a NIC, this can be achieved by using MSI and dynamically partitionable
device memory. These form the basic constructs to define a virtual device on a phys-
ical device as depicted in Fig. 2.8. Each virtual device has a specific logical device
address, like the MAC address in case of NICs, based on which the MSI is routed.
Dedicated DMA channels, a specific set of device registers, and a partition of the
device memory are part of the virtual device interface which is exported to a VM
when it is started. This virtual interface is called the vNIC which forms a restricted
address space on the device for the VM to use and remains in possession of the
VM until it is active or relinquishes the device. The VMM sets up the device page
translation table, mapping the physical device address of the vNIC into the virtual
memory of the importing VM, during the vNIC creation and initialization. The de-
vice page translation table is given read-only access to the VM and hence forms
a significant security provisioning on the device. This prohibits any corrupt device
driver of the VM GuestOs to affect other VMs sharing the device or the VMM itself.
Also, for high-speed NIC devices, the partitionable memory of the vNIC is useful in
setting up large receive and segment offload capabilities specific to each vNIC and
thus customizes the sizing of each vNIC based on the QoS requirements of the VM.

Accessing Virtual-NIC

To access the vNIC, the native device driver hosted inside the VM replaces the IDD
layer. This device driver manipulates the restricted device address space which is
exported through the vNIC interface by the VMM. The VMM identifies and for-
wards the device interrupt to the destination VM. The GuestOS of the VM handles
the I/O access and thus directly accounts for the resource usage it incurs. This elim-
inates the performance interference when the IDD handles multiple VM requests to
a shared device. Also, direct access of vNIC to the VM reduces the service time on
the I/O accesses. This results in better bandwidth utilization. With the vNIC inter-
face, data transfer is handled by the VM. The VM sets up the Rx/Tx descriptor rings
within its address space and makes a request to the VMM for initializing the I/O
page translation table during bootup. The device driver uses this table along with
the device address translation table and does DMA directly into the VM’s address
space.

QoS and Virtual-NIC

The device memory partition acts as a dedicated device buffer for each of the VMs.
With appropriate logic on the NIC card, QoS-specific service level agreements
(SLAs) can be easily implemented on the device that translates to bandwidth re-
strictions and VM-based processing priority. The key is being able to identify the
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incoming packet to the corresponding VM. This is done by the NIC based on the
packet’s associated logical device address. The NIC controller decides on whether
to accept or reject the incoming packet based on the bandwidth specification or the
current free memory available with the destination vNIC of the packet. This gives
a fine-grained control on the incoming traffic and helps reduce the interference ef-
fects. The outbound traffic can be controlled by the VM itself, as is done in the
existing architectures.

Security and Virtual-NIC

Each vNIC is carved out as a device partition, based on the device requirement
specification of the VM. By using appropriate microarchitecture and hardware con-
structs it can be ensured that a VM does not monopolize device usage and cause
denial of service attack to other VMs sharing the device. The architecture allows
for unmodified GuestOS on a VM. Hence the security is verified and built outside
the VM, i.e., within the VMM. Allowing native device driver within the VM for the
vNIC not only enhances the performance but also allows for easy trapping of the
device driver errors by the VMM. This enables for building robust recovery mech-
anisms for the VM. The model also eliminates sharing of the device access path by
allowing direct access to the vNIC by the VM and thereby eliminates the associated
failures [35].

With these constructs, the virtualized NIC is now enabled for carving out secure,
customized vNICs for each VM, based on its QoS requirements, and supports native
device access to the GuestOS of the VM.

2.5.2 Network Packet Work-Flow Using the Virtualized I/O
Architecture

With the proposed I/O device virtualization architecture, each VM gets safe, direct
access to the shared I/O device without having to route the request through the IDD.
Only the device interrupts are routed through the VMM. In Figs. 2.9a and b, the
workflow for network data reception and transmission using the described device
virtualization architecture is depicted. When a packet arrives at the NIC, it deci-
phers the destination address of the packet, checks if it is a valid destination, then
copies the packet into the vNIC’s portion of the device memory and issues DMA
request to the destination VM based on the vNIC’s priority. On completion of the
DMA request, the device raises an interrupt. The VMM intercepts the interrupt,
determines the destination VM, and forwards the interrupt to the VM. The VM’s
device driver then receives the data from the VM specific device descriptor rings
as it would do in the case of nonvirtualized server. In the case of transmission, the
device driver that is resident in GuestOS of the VM does a DMA transfer of the
data directly into the vNIC’s mapped memory and sets the appropriate registers to
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initiate data transmission. The NIC transmits this data based on the vNICs proper-
ties like speed, bandwidth, and priority. It may be worth noting here that the code
changes to support this architecture in the existing implementation will be minimal.
Each VM can use the native device driver for its vNIC. This device driver is the
standard device driver for the IOV complaint devices with the only difference that
it can only access restricted device address. The device access restrictions in terms
of memory, DMA channels, interrupt line, and device register sets are setup by the
VMM when the VM requests for a virtual device. With the virtual device interface,
the VMM now only has to implement the virtual device interrupts.

2.6 Evaluation of Proposed Architecture

Since the architecture involves the design of a new NIC and a change in both VMM
and the device handling code inside the VM’s GuestOS, evaluation of the archi-
tecture is carried out using simulation based on LQN model of the architecture. In
LQN models, functional components of the architecture workflow are represented
as server entries. Service of each entry is rendered on a resource. End-to-end work-
flow is enacted using entry interactions. The LQN models capture the contention at
the resource or software component using service queues. The reason for choosing
LQN-based modeling is twofold. First, there is a lack of appropriate system simu-
lation tools that allow incorporating design of new hardware along with VMM and
GuestOS changes. Second, LQN models are intuitive queuing models that enable
capturing of the device and software contention and associated serialization in the
end-to-end workflow, right from the application to the device including the inter-
mediate layers of the VM, IDD, and VMM. With appropriate profiling tools, the
LQN models are fairly easy to build and are effective in capturing the causes of
bottlenecks in the access path. For complete details on general description of LQN
modeling and simulation, the reader may refer to [3–5].

2.6.1 LQN Model for the Proposed Architecture

LQN models can be generated based on the network packet receive and transmit
workflows, manually, using the LQNDEF [3] software developed at the RADS lab-
oratory of Carleton University. In the chapter, results generated for the LQN model
corresponding to the httperf benchmark are presented for analysis, since the bottle-
neck issues are prominent for this benchmark. For complete details on the generation
of the LQN models for the httperf benchmark and validation of the models against
experimental data, readers may refer to [29, 30]. Three assumptions are made while
generating the LQN models used for this analysis, namely:

• The service times established at each of the entries constituting the LQN model
are populated based on the service times measured for an http request, instead of
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a TCP packet. While it is feasible to model packet level contention, the reason
for choosing request level contention was to enable measurement of the model
throughput in terms of the number of satisfied requests. The model validation
results demonstrate that there is no significant loss or gain (<1%) of throughput
because of this.

• The experimental results for httperf benchmark illustrated in Sect. 2.3 are carried
out with varying request rates for a single specified file. In this mode of execution,
the file that is fetched as a reply to each of the http request, remains constant.
Hence the measured service time to process each request remains constant. Also,
for the chosen mode of execution of the httperf benchmark, the arrival request rate
is observed to be uniform. Hence, the service times and arrival rates populated on
the LQN model are modeled as deterministic.

• The service time for all device activities that are assumed to be executed in hard-
ware, in the proposed architecture and modeled as separate entities in the LQN
model, is set to be significantly low (10−10 seconds). For the rest of the software
entries, the service times are derived based on the measurements made for the
nonvirtualized servers. This is justified since the proposed architecture gives na-
tive access to the device from within the VM which is assumed to be running the
same GuestOS as is used for the nonvirtualized server.

In general it is observed that the maximum throughput observed using the LQN
model is higher than the experimental observations. The reason for this is simple.
For every packet received or transmitted in Linux, there are several layers of the net-
work stack that each packet has to pass through. The time taken to traverse this pas-
sage is recorded by the profiler as the service time. In the real system, to match the
difference between the device speed and CPU speed, appropriate memory buffers
(TCP transmit and receive buffers of Linux kernel) are maintained. The sizing of
these buffers affects the observed application throughput. Observed throughputs are
higher for larger buffer sizes. This trend is maintained to the point until the device
can handle the rate of network traffic. Once device saturation occurs, the failure be-
havior usually results in a sudden drop in application throughput. While setting up
the LQN model, the maximum permissible default buffer size was used in the simu-
lator (which is more than three times than what was set on the experimental system).
This is normally the adopted practice since in throughput studies the interest is to
understand the limits of the model for those service times that make the contention
predominant. This gives an idea on the upper bound of application throughput on a
system with maximum possible resources for the service times possible within the
desired architecture. The basic idea is to eliminate buffer size constraint in the simu-
lation environment. While it is true that for the proposed architecture in which native
access to the I/O device is provided, the maximum throughput that can be achieved,
in reality, cannot exceed that of the maximum throughput achieved in the case of
nonvirtualized server, the results observed using simulations are contradictory. This
is because in the simulation environment, the buffer sizes used were much larger
than the experimental system. Hence, to make the comparison fair, normalization
of simulation results for existing architecture is carried out. To normalize, the LQN
model of existing Xen architecture is built, and simulation results are generated.
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These results are verified and validated for correctness with that of observed exper-
imental results. After this, all comparisons for the proposed architecture are made
using the simulation results of the existing architecture rather than the experimental
results.

2.7 Simulation and Results

The proposed architecture is evaluated using the parasrvn simulator of the LQNS
software package [3].The architecture is evaluated for multicore virtualized servers
since the illustrated device sharing dynamics are expected to be pertinent to such
systems. The LQN model built for this study consists of one VMM and two VMs,
and each is pinned to an independent core. In order to compare the performance of
the proposed end-to-end architecture within the simulation environment, validation
of the LQN model for the existing Xen architecture for a multicore server is car-
ried out. Figure 2.10 depicts the results of achievable throughput and server CPU
utilization for a multicore Xen server with two VMs consolidated. The throughput
graph for both the VMs is similar and appears overlapped in the chart. As it can be
noted from Figs. 2.10a and b, in a multicore environment with Xen-IDD, VM1 and
VM2 each pinned to a core, and each VM servicing one httperf stream, the max-
imum throughput, without loss, achievable per stream is 950 requests/s as against
450 requests/s in the case of single core. But, for the maximum throughput, it is
observed that the Xen-IDD, which is hosting the NIC of the server, the CPU uti-
lization saturates. This indicates that further increase in application throughput is
impossible since the processor core serving the Xen-IDD has no computing power
left. Figure 2.11 shows these statistics for a similar situation but with the proposed
I/O virtualization architecture. As one can observe from Fig. 2.11a, the maximum
throughput achievable now per VM increases to 1500 requests/s. This is an increase
of application throughput by about 60%. The total throughput achievable at the NIC,
derived from consolidating the throughput of both the VMs, also increases by 60%
in comparison to what was achieved on the existing Xen architecture.

Also, from Fig. 2.11b it is observed that the CPU utilization of the IDD or the
hypervisor has considerably reduced and remains bounded by an upper limit. The
reason for this behavior is that the NIC is now handling the identity of the packet
destination. Also, in the existing model, bridging software, which routes the packets
to a VM and has a substantial overhead, is eliminated in the proposed architecture.
The effect is a reduction in the processing time that the IDD spends on behalf of
each VM. It is also noticed that since the VMM is now spending almost constant
time on I/O requests on behalf of the VMs, there is an elimination of performance
interference due to varying workloads. This improves the scalability of sharing the
device across VMs. With the proposed architecture, each VM is now accountable
for all the resource consumption, thereby leading to better QoS controls.

The next evaluation of the proposed architecture is for QoS controls on the net-
work bandwidth. Since the architecture is implemented using LQN model, certain
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Fig. 2.10 Maximum throughput achievable per httperf stream and CPU utilization for existing
Xen architecture on a multicore server hosting two VMs, each servicing one of the httperf stream.
The IDD, VM1, and VM2 are pinned to independent cores

Fig. 2.11 Maximum achievable throughput and CPU utilization charts for a multicore virtualized
server incorporating the proposed I/O virtualization architecture and hosting two VMs, pinned to
different cores, each servicing one httperf stream

modeling assumptions are made to simulate the network bandwidth controls as im-
plemented in the netfilter module of Linux. LQN model is basically a queuing model
wherein any node (also called entry in parasrvn notation) of the queue is described
using three parameters, namely, the arrival rate, the service time, and the think time.
The arrival rate models the rate of input requests at the entry, service time represents
the time the entry takes to process the request before forwarding to the next entry or
replying back to the requesting entry, and think time denotes the time before which
the entry actually services the request. The think time parameter is useful to model
policies like bandwidth restrictions, time-sharing intervals, periodic processing, etc.
The LQN model is basically a directed acyclic graph that captures the complete
workflow. Hence, the arrival rate is set for the source entry and in this case repre-
sents the rate of request arrival at the network interface of the virtualized server.
The service time represents the resource time used for servicing the request by the
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entry of LQN model, and think time is used to model bandwidth restriction. For ex-
ample, to model 250 requests/second bandwidth restriction, the think time derived
is 1/250 seconds. This ensures that the entry will only process 250 requests/second
and anything extra will be queued or dropped. The next parameter to model is the
burst parameter of the bandwidth control mechanism in Linux netfilter module. In
Linux netfilter module, once the bandwidth limit is reached, packet loss occurs. The
bandwidth control mechanism also has a burst parameter that allows for some extra
packet delivery on the channel, over and above that of imposed bandwidth restric-
tion. By setting the burst rate sufficiently low, equivalent to 10 packets, which is
also the minimum that is permissible, it is ensured that the bandwidth control on the
constrained channel is tight. The HTML page that is requested in the experiments re-
quires fourteen packets to complete a successful request. Since there is no feature in
LQN model to associate the burst parameter of netfilter, the QoS experiments were
carried out by setting the burst rate to 10 packets. This ensures that for the request
that exceeds the configured bandwidth, control fails, and the throughput reported
takes into account the desired behavior. Thus, think time setting in LQN model is
more restrictive than the netfilter. However, since the think time value is based on
the deterministic request rate parameter that defines the bandwidth constraint, it still
produces equivalent results, and this has been validated against observed experi-
mental values [29].

The following graphs in Fig. 2.12 depict the effect of not imposing (Fig. 2.12a)
and imposing network bandwidth QoS controls on the incoming stream of VM2
(Fig. 2.12b), in the proposed architecture. The simulations are conducted on a sin-
gle core server to keep the achievable throughput range within reasonable simulation
time. As it can be observed from the graphs of Fig. 2.12a, for the best effort service,
the maximum throughput, without loss, achieved by either of the VMs on the con-
solidated server is equal, indicating a fair share of the resource. The graphs of the
Fig. 2.12b show that, unlike as in the case of existing architectures, the QoS con-
straints, when moved to device level, allow the usage of available bandwidth by the
unconstrained channel. In the figure, VM2 is constrained to allow requests starting
from 150 requests/second to 950 requests/second, and VM1 is unconstrained. Since

Fig. 2.12 Throughput achieved before and after imposing QoS controls on VM2 of the proposed
architecture
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the NIC is discarding requests to VM2 that are above the specified request rate, VM1
can use the available bandwidth, and hence higher throughput (1500 replies/sec) on
VM1 is achievable. As the bandwidth control on VM2 is relaxed, it is noticed that
the throughput graphs start converging toward each other and finally merge to that
of the best effort case. The bandwidth control on the incoming stream also works to
our advantage on the http traffic, because by discarding the request at the device it-
self, the server and hence the associated resources are spared to respond on requests
that will eventually be dropped because of bandwidth controls. This control on the
device also acts as a strong deterrent for any denial of service type of attacks. The
other observation is that when multiple VMs are sharing the NIC, the maximum
bandwidth achievable on the unconstrained channel is less (<10%) than that which
is achieved by the isolated VM. Further reduction on this loss is possible by apply-
ing channel-based priority and bandwidth control on the outgoing channel of the
constrained VM. The outgoing channel constraints are easily achievable by using
existing mechanisms such as those available in the netfilter module of Linux [34].
The important point to note here is that with faster and higher-bandwidth NIC de-
vices, judicious use of large receive and segment offload buffers can lead to higher
device utilization without compromising the VM’s performance.

2.8 Conclusion

In this chapter, we described how the lack of virtualization awareness in I/O devices
can lead to latency overheads on the I/O path and also cause security vulnerabilities.
In addition to this, the intermixing of device management and data protection is-
sues further increases the latency. This results in reducing the effective usable band-
width of the device. Also, lack of appropriate device-sharing control mechanisms,
at the device level, leads to loss in bandwidth, causes performance interference on
the device sharing VMs, and makes the virtualization software the most vulnerable
component of the consolidated server. To address these issues, I/O device virtualiza-
tion architecture is proposed. The architecture is an extension to the PCI-SIG IOV
specification. The architecture evaluation is done by capturing it as an LQN model
and analyzing using simulation of the model. The simulation results show a utiliza-
tion benefit of about 60%, without enforcing any QoS guarantees or performing any
software optimization on the I/O path. The proposed architecture also improves the
security and scalability of VMs sharing the NIC. It is demonstrated that by moving
the QoS controls to the shared device, the unused bandwidth is made available to
the unconstrained VM, unlike the case in prevalent technologies. Although the eval-
uation is done for para-virtualized systems like Xen, it is reasonable to expect that
the ideas presented would benefit fully virtualized systems like Vmware since the
architecture enables elimination of the common software entity by providing native
device access to the GuestOS of the VM.
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Appendix

Layered Queuing Network (LQN) models are the queuing models designed to cap-
ture the interdependencies in layered systems. The complete system is described
by a set of operations carried out over a set of resources. Every operation requires
one or more resources for execution. The LQN model defines an architectural and
resource context for each operation. The architectural context defines the initiating
event for the operation (execution trigger), when the execution should begin (ex-
ecution timing) and when it should complete (completion trigger). Based on the
semantics of the architectural context, the operation uses resources to carry out its
activities, which is defined by its resource context. A resource can be a software en-
tity or a hardware unit involved in actual execution of the operation. Each resource is
associated with a queue with a discipline that enforces the order of resource use by
the tasks. In layered systems, execution of an activity is carried out by a structured
order of operations over resources organized in different layers. An LQN model is
necessarily an acyclic graph of all possible sequences of requests to avoid the issue
of resource deadlocks. LQNs are very intuitive in capturing resource contentions
and thereby the performance implications on a layered system. These models are
quite common in practice for modeling software system performance.

The LQN models used in this chapter to evaluate I/O virtualization architecture
for the httperf benchmark are generated using the software developed at the RADS
Laboratory of Carleton University. Complete details of the software, tools, and the
associated documentation can be found on their website [3].

A short description of the LQN models generated for the proposed I/O virtualiza-
tion architecture and Xen is provided here. The I/O virtualization issues are promi-
nent for the httperf benchmark, and hence LQN models that capture the end-to-end
architecture are generated for analyzing the issues. The diagrams in Figs. 2.13 and
2.14 depict the LQN models generated for a consolidated Xen server and the pro-
posed I/O virtualization architecture, hosting two VMs. The model has two httperf
streams accessing http servers hosted on different VMs. The model captures the
scenario for a multicore system. In these models, each rectangular box represents
the conceptual functional entity that is active in the receive or the transmit path of
the network packet workflows depicted in Fig. 2.9, to complete one httperf request–
reply sequence. To make the LQN model simpler, a few assumptions are made:

1. While in reality every http request is broken into a sequence of packets that are
passed through various layers of OS, on an LQN model it is captured as a single
service request. This allows for throughput measurements on the model in terms
of satisfied http requests. This is the unit of measurement for the httperf bench-
mark. By aggregating contention issues from packet level to request level, the
throughput measurements tend to be optimistic than what is observed in actual
experiments.

2. The service time associated with the transmit/receive operation is consolidated
to represent the sending of all the packets composing the http request. Because
of this assumption, the results of the simulation tend to give upper bounds on
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Fig. 2.13 Layered Queuing Network Model for end-to-end httperf benchmark on Xen server
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Fig. 2.14 Layered Queuing Network Model for end-to-end httperf benchmark on proposed I/O
virtualized server
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the achievable throughput when compared to actual implementation. But the de-
viation is well within 10% of the observed values, as reported in [29, 30]. This
makes LQN models very useful in evaluating end-to-end architectures.

3. One element that is incorporated in the LQN model and not shown in the work-
flow is the system timer interrupt using the server element “Timer.” This element
is introduced in the LQN to account for the queuing delays accrued, while the
OS is handling timer interrupts. For generating the service time of the interrupt
handler, a significantly small delay is used. This value is currently set randomly
for want of standard tools to profile kernel procedures.

4. All entries in the LQN model that represent hardware functions are set with a
significantly small delay as the service time.

Further details on generating of the LQN models and validating the models against
experimental data for this benchmark are discussed in [29, 30].
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Chapter 3
Architectures for Enhancing Grid
Infrastructures with Cloud Computing

Eduardo Huedo, Rafael Moreno-Vozmediano,
Rubén S. Montero, and Ignacio M. Llorente

Abstract Grid and Cloud Computing models pursue the same objective of con-
structing large-scale distributed infrastructures, although focusing on complemen-
tary aspects. While grid focuses on federating resources and fostering collabora-
tion, cloud focuses on flexibility and on-demand provisioning of virtualized re-
sources. Due to their complementarity, it is clear that both models, or at least some
of their concepts and techniques, will coexist and cooperate in existing and future
e-infrastructures. This chapter shows how Cloud Computing will help both to over-
come many of the barriers to grid adoption and to enhance the management, func-
tionality, suitability, energy efficiency, and utilization of production grid infrastruc-
tures.

3.1 Introduction

Grid infrastructures offer common APIs and service interfaces that make it possible
to take advantage of distributed resources without having to modify applications for
each site. However, this uniformity unfortunately does not extend to the underlying
computing resources, where users are exposed to significant heterogeneities in the
computing environment, complicating applications and increasing failure rates.

On the other hand, virtualization technologies have matured rapidly over the last
few years, providing a mechanism for offering customized, uniform environments
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for users. This additional flexibility comes with negligible costs in terms of pro-
cessing power, network bandwidth, and disk I/O in modern systems. Using grid
technologies combined with virtualization will allow the grid to provide users with
a homogeneous computing environment, simplifying applications and reducing fail-
ures.

In parallel with the increasing maturity of virtualization, Cloud Computing tech-
nologies have emerged. These technologies allow users to dynamically allocate
computing resources and to specify the characteristics for the allocated resources.
The fusion of cloud and grid technologies would provide a more dynamic and flex-
ible computing environment for grid application developers.

In computing, a “cloud” usually refers to an “Infrastructure-as-a-Service” (IaaS)
cloud, such as Amazon EC2, where IT infrastructure is deployed in the provider’s
datacenter in the form of Virtual Machines (VM). Cloud computing enables the de-
ployment of an entire IT infrastructure without the associated capital costs, paying
only for the used capacity. This new resource provisioning paradigm has been intro-
duced to better respond to changing computing demands, allowing the increase or
decrease of capacity in order to meet peak or fluctuating service demands.

With the growing popularity of IaaS clouds, an ecosystem of tools and technolo-
gies is emerging that can be used to transform an organization’s existing infrastruc-
ture into a private cloud, so providing a dynamic and flexible private infrastructure
to run virtualized service workloads. Private clouds can also support a hybrid cloud
model by supplementing local infrastructure with computing capacity from an ex-
ternal public cloud. A private/hybrid cloud can allow remote access to its resources
over the Internet using remote interfaces, such as the web service interfaces used in
Amazon EC2, thus making it also a public cloud.

Cloud and virtualization technologies also offer other benefits to administrators
of resource centers, such as the migration of live services for load balancing or the
deployment of redundant servers. Reduced costs for managing resources immedi-
ately benefits users in freeing money for additional computing resources or in having
better user support from administrators.

This chapter shows how cloud technology could enhance existing and future grid
infrastructures. The structure of this chapter is as follows. Section 3.2 introduces
techniques to enhance grid infrastructures with Cloud Computing. In particular, we
envisage the virtualization of grid sites, the delivery of IaaS in grid sites, the cloud
scale-out of grid sites, and the federation of grids and clouds. These approaches will
be explained in Sects. 3.3 to 3.6. Finally, Sect. 3.7 provides some conclusions.

3.2 Grid Infrastructure Enhancement with Cloud Computing

In the last decade we have witnessed the consolidation of several transcontinental
grid infrastructures that have achieved unseen levels of resource sharing. In spite of
this success, current grids suffer from several obstacles that limit their efficiency,
namely:
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• An increase in the cost and length of the application development and porting
cycle. New applications have to be tested in a great variety of environments where
the developers have limited configuration capabilities.

• A limitation on the effective number of resources available to each application.
Usually, a Virtual Organization (VO) requires a specific software configuration,
so an application can be only executed on those sites that support the associated
VO. Moreover, the resources devoted to each VO within a site are usually static
and cannot be adapted to the VO’s workload.

• An increase in the operational cost of the infrastructure. The deployment, mainte-
nance, and distribution of different configurations requires specialized, time con-
suming, and error prone procedures. Even worse, new organizations joining a grid
infrastructure need to install and configure an ever-growing middleware stack.

Grid infrastructures can overcome these limitations and can be enhanced in sev-
eral ways through the use of Cloud Computing concepts. However, we must keep in
mind that grid technologies, policies, and procedures are the result of many years of
research, development, and operation. Therefore, we should propose evolutionary,
and not revolutionary, steps in the development of better research infrastructures.
The approaches we envision are the following:

• Virtualization of grid sites. The integration of private cloud technologies and ser-
vices, especially virtualization, into existing grid infrastructures would enhance
failover and redundancy solutions, and permit machine migration for flexible load
balancing and energy efficiency. Virtualization of a grid site would also allow the
dynamic provisioning of worker nodes to address the demands of different user
communities. This approach will address several needs from resource providers
in existing grid infrastructures, being fully transparent to grid application commu-
nities, while users would benefit indirectly via the improved stability, reliability,
and robustness of the infrastructure.

• IaaS delivery in grid sites. The provision of infrastructure using cloud-like deliv-
ery paradigms in addition to existing grid services will address the emerging IaaS
cloud-like usage patterns from several user communities. Public cloud interfaces
would provide an alternative access to grid site resources to support the execution
of any application encapsulated in a VM image. The new interfaces will comple-
ment existing grid services, providing a new way to access to the same underlying
grid site infrastructure without replacing the grid functionality. In this case, new
grid user communities and industrial users would benefit from this innovation in
the resource provisioning model of grid sites.

• Cloud scale-out of grid sites. Using hybrid cloud technologies would addition-
ally support “elastic” grid sites able to expand available computing resources in
the local cloud to meet peak demands using remote cloud providers. Again, this
approach will ease capacity planning for resource providers in existing grid in-
frastructures, allowing them a quick reaction to peak loads, and still being fully
transparent to grid application communities. Users would benefit indirectly via
the on-demand increasing capacity of the infrastructure.
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• Federation of grids and clouds. Virtual clusters or grids, as well as individual
nodes, can be deployed in public clouds to be accessed from current grid infras-
tructures using a metascheduler or broker. This way, we would have a federated
infrastructure with physical resources statically provisioned (with shared access)
from grids complemented with virtual resources dynamically provisioned (with
exclusive access) from clouds when needed to meet a given SLA (Service Level
Agreement). This technique allows the provision of cloud resources from current
grid infrastructures without any change.

The above approaches, based on cloud and virtualization techniques, would provide
flexibility, energy efficiency, and elasticity to grid sites, and would maximize the
utility of grid resources for existing user communities. The first three approaches
can be seen as a natural evolution of a grid site, first to become a private cloud, then
a public cloud, and finally an hybrid cloud. The fourth approach aims to federate
conventional grid sites and cloud resources. These four approaches will be elabo-
rated more in the next sections.

The RESERVOIR1 and EGEE2 projects are working together to explore how
the institutes providing computing resources to EGEE could benefit from adopting
private and hybrid cloud models to provide resources [17]. In particular, the use of
a cloud-like provisioning model will allow one to easily meet the changing needs
of the grid users, from scaling up services to meeting peak loads and improving
redundancy or to changing the resources provided to run particular applications.
In the context of this collaboration, the StratusLab initiative3 was created, as an
informal collaboration framework, to evaluate the maturity of existing cloud and
virtualization technologies and services to enhance production grid infrastructures,
and to promote the benefits of virtualization and cloud for the grid community [18].

3.3 Virtualization of Grid Sites

The pattern of resource demand of the computing community is strongly variable,
so making quite difficult to estimate the resource demands. Resource providers need
infrastructure solutions, controlled by site administrators, to meet peak demands in
their clusters. The usual grid answer is to share between disciplines to smooth out
the peaks.

Moreover, in order to be responsive to user requests, the grid must be able to
more easily allocate and reallocate its resources. This is currently a problem with
the current grid implementation, constrained by its technological choice. Most grid
users require a carefully setup environment for their applications to run—e.g., oper-
ating system, libraries, applications, or shared file system—which forces the system

1www.reservoir-fp7.eu
2www.eu-egee.org
3www.stratuslab.org

http://www.reservoir-fp7.eu
http://www.eu-egee.org
http://www.stratuslab.org
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administrator to comply with these requirements in order, for a given VO, to suc-
cessfully run on their resources. In the past, this has also constrained the users to
be conservative in their choices of runtime environment, in order to avoid difficult
negotiations with the resource owners as time goes on.

In any case, due to the heterogeneity in resource configurations, resources are
only useful for a subset of the full user community. Therefore, heterogeneity reduces
the opportunities for sharing because underused resources from one community can-
not be used to meet peak resource demands from another. Moreover, existing grids
suffer from the lack of ability to adapt to the exact requirements of the end-users.
Learning from cloud technologies and virtualization, we can now consider a new
mode of operation, which completely removes the point of friction between users,
looking for a fully customized environment, and administrator, looking for a fully
homogeneous one.

Several alternatives have been explored in the past to solve this. For example,
the SoftEnv project is a software environment configuration system that allows the
users to define the applications and libraries they need [29]. Another common solu-
tion is the use of a custom software stack on top of the existing middleware layer,
usually referred as pilot-jobs. For example, MyCluster creates a Condor or Sun Grid
Engine (SGE) cluster on top of TeraGrid services [31]; and similarly over other mid-
dleware we may cite DIRAC [30], glideinWMS [28], or PanDa [22]. Additionally,
several projects have investigated the partitioning of a distributed infrastructure to
dynamically provide customized independent clusters. For example, COD (Cluster
On Demand) is a cluster management software which dynamically allocates servers
from a common pool to multiple virtual clusters [6].

However, the most promising technology to provide VOs with custom execution
environments is virtualization. The dramatic performance improvements in hyper-
visor technologies made possible to experiment with VMs as basic building blocks
for computational platforms. In fact, several studies reveal that the virtualization
layer has no significant impact on the performance of memory and CPU-intensive
applications for HPC clusters [32, 33] or grids[12].

Virtualization offers an attractive solution since it completely separates the host
machine (under the control of the system administrators of the resource provider)
and the VM running the user operating system. Translated to grid sites, it means that
the system administrators remain in full control of their infrastructure, following
their own update and upgrade schedule, and remaining free to setup their resource
environment as they see fit, as long as they of course comply with the minimum
requirements for running VMs. Meanwhile, grid users are now free to compose
their VMs exactly as they want it. While there are a few constraints on the VMs
depending on the virtualization technology supported, these remain minor compared
to the significant benefit that virtualization offers.

The first works in this area integrated resource management systems with VM
to provide custom execution environments on a per-job basis. For example, Dy-
namic Virtual Clustering and XGE for MOAB and SGE job managers, respectively
[8, 10]. These approaches only overcome the configuration limitation of physical
resources because VMs are bounded to a given resource and only exist during job
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execution. A similar approach has been implemented at grid level using the Grid-
Way Metascheduler [26]. GridWay4 allows the definition of an optional phase be-
fore the actual execution phase to perform advanced job configuration routines. In
this phase, a user-defined program (pre-wrapper), executed on the cluster front-end,
checks the availability of the requested VM image in the cluster node, transferring
it from a GridFTP repository if needed. Then, in the execution phase, another pro-
gram (wrapper) is executed on a worker node of the cluster. This program starts
or restores the VM and waits for its activation by periodically probing its services.
When the VM is ready, the program copies all the input files needed to the VM and
executes the user program. When this program exits, output files are copied to the
client host, and the VM is shut down (or suspended to disk to be recovered later).
This strategy does not require additional middleware to be deployed and is not tied
to a given virtualization technology. However, since the underlying local resource
management system is not aware of the nature of the job itself, some of the potential
benefits offered by the virtualization technology (e.g., server consolidation) are not
fully exploited.

More general approaches involve the use of VMs as workload units, which im-
plies the change in paradigm from building grids out of physical resources to vir-
tualized ones. For example, the VIOLIN project proposes a novel alternative to
application-level overlays based on virtual and isolated networks created on top of
an overlay infrastructure. Also, the VMPlant service provides the automated con-
figuration and creation of VMs that can be subsequently be cloned and instanti-
ated to provide homogeneous execution environments across distributed grid re-
sources [15]. On the other hand, the In-VIGO project adds some virtualization lay-
ers to the classical grid model, to enable the creation of dynamic pools of virtual
resources for application-specific grid computing [1]. Finally, several studies have
explored the use of VMs to provide custom (VO-specific) cluster environments for
grid computing. In this case, the clusters are usually completely build up of virtu-
alized resources, as in the Globus Nimbus project [11] or the Virtual Organization
Clusters (VOC) [21].

The virtualization of a grid site using private cloud technologies, as Fig. 3.1
shows, would enable it to meet the changing needs of the users, by adapting and
customizing the infrastructure to offer the services required by different application
communities. This would allow the grid infrastructure to maximize the utility of the
resources, better supporting sharing of resources between communities. For this to
work, the right VM has to be instantiated to run a given grid job. Since the cloud
API already supports the ability to dynamically instantiate a number of VMs, from
an existing store of virtual images, it is possible to manage user-defined virtual im-
ages, once the grid API allows such information to be transmitted from the user to
the resource manager.

Previous works also highlight that the use of virtualization in grid environments
can greatly improve the efficiency, flexibility, and sustainability of current produc-
tions grids. For example, private cloud technologies would also help sites to dynam-

4www.gridway.org

http://www.gridway.org
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Fig. 3.1 Virtualization of a grid site to address quick deployment of applications

ically consolidate grid services on a lower number of physical resources, reducing
the number of active physical systems and thus the administrative effort, power,
and cooling required. It is worth noting that energy efficiency is a critical issue for
research infrastructures today [3].

Summing up, grids can take advantage of virtualization, not only by extending
the classical benefits of VMs for constructing cluster, e.g., consolidation or rapid
provisioning of resources [9, 20, 23], but also by obtaining grid-specific benefits,
e.g., support to multiple VOs, isolation of workloads, and the encapsulation of ser-
vices [2].

3.4 IaaS Delivery in Grid Sites

Many resource providers are interested in using their physical infrastructure to per-
form other tasks apart from grid service execution, e.g., development of new codes,
teaching, creating an internal computing cluster, etc. Moreover, they would like to
decide the fraction of resources available via the grid. Resource providers need
administrative solutions to easily partition and isolate different clustered services
running on the same infrastructure. In fact some resource providers are deploying
private cloud facilities in order to support various activities, the grid infrastructure
being one of them. The virtualization of the grid site using private cloud technolo-
gies will allow organizations to execute multiple virtualized clustered services on
the same physical cluster, dynamically allocating different capacity to the services.
Because the same physical infrastructure could be shared by different services, pri-



62 E. Huedo et al.

Fig. 3.2 Offering infrastructure as a service

vate cloud computing will increase the number of resources provided by existing
grid sites and reduce administration effort.

Once a grid site is virtualized, as explained in the previous section, the provision
of infrastructure cloud interfaces, as shown on Fig. 3.2, would provide an alternate,
complementary access to grid site resources and would support the execution of any
application encapsulated in a VM image. Using virtualization would increase the
number of users by making the hardware useful to a wider range of applications.
Moreover, this new functionality would reduce the required manpower in applica-
tion porting and would attract the science user communities and industrial users that
have embraced the cloud computing provisioning model.

This will allow grid sites to turn their site into a public cloud. This way, current
and future sites will be equipped with a much more powerful and flexible mean of
giving access to their resources to a wider range of users, while not compromising
important aspects in data centre managements, such as security, traceability, and
auditing.

It is important that this cloud API is introduced in a harmonious way with respect
to current grid APIs. It is also important that current users of the grid find a sensible
migration path to this new way of accessing resources. At the same time, it is equally
important that new users find this cloud API to grid resources as convenient and
straightforward as possible. In other words, this is an opportunity to streamline the
usage of the grid.

Having an infrastructure that combines both technologies allows it to serve the
maximum number of users, including traditional grid users with computational re-
sources to federate, as we will show in Sect. 3.6, and potential new communities
that have financial resources to pay for resource utilization, but no resources of their
own. This flexibility allows users to structure their applications in a way that is
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most efficient for them without having to deploy separate resources for each type of
infrastructure. It would also allow them to take advantage of commercial providers.

The OpenNebula5 virtual infrastructure manager provides cloud interfaces like
EC2 Query and the OCCI (Open Cloud Computing Interface) standard. Therefore,
grid sites virtualized using this technology as virtual infrastructure manager are
ready to offer IaaS with very little effort.

3.5 Cloud Scale-Out of Grid Sites

Hybrid cloud technologies provide an additional method to deal with peak loads,
enhancing the system administrator’s control over the system. Hybrid cloud com-
puting is also the bridge between existing grid infrastructures and new emerging
commercial and science infrastructures based on the cloud model.

Few studies have explored this hybrid cloud model. For example, the VioCluster
project enables to dynamically adjust the capacity of a computing cluster by shar-
ing resources between peer domains [27]. Also, as we will show later, the Open-
Nebula allows the creation of clusters combining physical, virtualized, and cloud
resources [16]. Finally, important work has already taken place by the open Stra-
tusLab collaboration to evaluate the feasibility of running an entire grid site in the
Amazon cloud [19], dispensing with any local infrastructure.

A grid site can support a VO beyond its physical resource capabilities by scaling-
out to an external cloud provider, such as commercial cloud providers, as it is shown
on Fig. 3.3. While, in the case of a commercial cloud provider, the site would have
to pay for the resources scaled-out, this means that unprecedented flexibility is pro-
vided to grid site administrator. However, control must be put in place to avoid
abuse.

This possibility could have a significant impact in reducing infrastructure expen-
diture since resource owners will no longer have to size their infrastructure for the
worst-case scenario (peak demand) but for average expected demand. This is possi-
ble since the peak demand would simply be scaled-out to third party cloud provider.
Over time, as grid sites could also offer a cloud API, as we explained in the pre-
vious section, they in return might become resource providers allowing other sites
to utilize their excess capacity, if any at a give time. The idea here is that, instead
of interchanging jobs, grid sites would interchange resources, encapsulated in VMs.
Therefore, this model could in time increase the fluidity of resource allocation and
improve resource utilization on a global scale.

Figure 3.4 shows a possible implementation of a hybrid cloud using OpenNebula.
OpenNebula provides a uniform management layer regardless of the underlying vir-
tualization technology. In this way, OpenNebula can be easily integrated with cloud
services by using a specific Amazon EC2 plug-in. The EC2 plug-in then converts
the general requests made by OpenNebula core, such as deploy or shutdown, using
the EC2 API.

5www.opennebula.org

http://www.opennebula.org
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Fig. 3.3 Combining a grid site with cloud resources to meet a peak demand

Fig. 3.4 Hybrid cloud with OpenNebula

3.6 Federation of Grids and Clouds

In the recent years there have been a lot of efforts aimed at providing interopera-
tion between grid middlewares to allow the federation of grid infrastructures [24].
This grid interoperation and federation techniques can be also extended to cloud
infrastructures.

A set of nodes, possibly grouped in a virtual cluster or a grid site (as explained
in the previous section), can be deployed in public clouds to be accessed from cur-
rent grid infrastructures using a metascheduler or broker, i.e., using Grid Comput-
ing concepts, creating a federated infrastructure with physical resources from grids
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Fig. 3.5 Federating grids and clouds

complemented with dynamically provisioned virtual resources from clouds when
needed, for example, to face peak demands or to meet a given SLA (Service Level
Agreement). Grid resources would be shared, while cloud resources would be ex-
clusive, at a given price. This technique allows the provision of cloud resources and
their use from current grid infrastructures without any change.

Some architectures have been proposed for this. For example, the InterGrid sys-
tem uses VMs as building blocks to construct execution environments that span
multiple computing sites [7]. Such environments can be created by deploying VMs
on different types of resources, like local data centers, grid infrastructures or cloud
providers. InterGrid uses OpenNebula as a component for deploying VMs on a lo-
cal infrastructure. Also, Fig. 3.5 sketches an architecture of a grid infrastructure that
can be flexibly built, incorporating new resources temporarily in an automatic fash-
ion to satisfy heavy demands [4]. Moreover, if there is one specific service which
is suffering from the peak demand, the system can decide to increase the number
of nodes prepared to satisfy such a service. As can be seen, this approach is similar
to the cloud scale-out approach presented in the previous section, but now the fed-
eration is based on Grid Computing concepts, instead of hybrid Cloud Computing.
In addition, we think that this architecture is more natural when using commercial
public clouds, since the end user, and not the site administrator, is responsible for
the allocation of virtual resources (and will receive the invoice).
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One of the building blocks of the architecture presented in Fig. 3.5 is again
the GridWay Metascheduler. The flexible architecture of this metascheduler allows
the use of adapters (called Middleware Access Drivers, or MADs, in GridWay’s
terminology), that enable access to different production grid infrastructures [14].
Moreover, it also provides SSH adapters, so access to single nodes can be achieved
with decreased overhead, avoiding the need to have installed and configured in the
nodes any grid software as, for instance, the Globus Toolkit. Also, the GridWay
metascheduler features mechanisms to dynamically discover new resources, and
it is able to detect and recover from any of the grid elements failure, outage, or
saturation conditions [13]. Moreover, the metascheduler can handle differences in
latencies and performance of resources.

The principal component of the proposed architecture for dynamic provisioning
is the Service Manager. This component is used to monitor the GridWay Metasched-
uler, and when the load of the system excesses a threshold, detected using heuris-
tics, it is responsible to grow the available grid infrastructure using specific adapters
to access different cloud providers. Of course, this component is also responsible
to shrink the infrastructure when the load decreases. Clearly, resource provision
heuristics should take into account both QoS (Quality of Service) and budget con-
straints [5] of the end user.

Grid infrastructure growth can be accomplished in two ways. The first one is
by requesting a number of single hosts. This corresponds to the use of cloud A in
Fig. 3.5. Therefore, this mode adds one single computing resource to the grid infras-
tructure that will be accessible through SSH to perform job execution, as GridWay
already has such SSH drivers. In this way, machines from cloud providers can be
used out-of-the-box, with little to nonconfiguration needed, since basically SSH ac-
cess is the only requirement.

Another possibility is to deploy a fully virtualized cluster, with a front-end con-
trolling a number of slave nodes. This front-end can then be enrolled to the existing
grid infrastructure, adding its capacity [25]. This corresponds to the use of cloud B
in the figure. In this second model, negotiation with the cloud provider will grant
access to a virtual cluster, accessible through Globus GRAM and controlled by a
local resource manager like, for example, PBS or SGE. This cluster will then be
added to the federated grid infrastructure the same way as any other physical sites.
Future work is planned to enrich the flexibility of the grid infrastructure by remov-
ing the GRAM layer, enabling GridWay to access the cluster by talking directly to
the local resource manager, using the DRMAA (Distributed Resource Management
Application API) standard.

3.7 Conclusions

Cloud Computing has emerged as a very promising paradigm to simplify and im-
prove the management of current IT infrastructures of any kind. Clouds, in their IaaS
form, have opened up avenues in this area to ease the maintenance, operation, and
use of grid sites, and to explore new resource sharing models that could simplify in



3 Architectures for Enhancing Grid Infrastructures with Cloud Computing 67

some cases the porting and development of grid applications. The first works about
the joint use of clouds and grids are exploring two main approaches, namely:

• The use of virtualization and cloud techniques as an effective way to provide
grid users with custom execution environments. So the same grid site can easily
support VOs with different (or even conflicting) configurations. Moreover, grid
sites would benefit from improved flexibility, reliability, and efficiency.

• The access to grid resources in a cloud-way. So, the users will access “raw” com-
puting capacity bypassing the classical grid middleware stack. This approach is
also being considered as a natural way to attract business users to our current
e-infrastructures.

The potential benefits that cloud and virtualization technologies can bring to cur-
rent e-infrastructures require of a common framework that bridge grid and cloud
computing models. Various solutions have been proposed to take advantage of these
new technologies in a grid environment, from its direct application to encapsulate
the execution of each job to the advance provisioning of virtual clusters.

Grid and cloud technologies address fundamentally different aspects of dis-
tributed computing. Grid technology focuses on federation of resources, uniform
APIs, common authorization mechanisms, and sharing of resources while cloud
computing focuses on dynamic, easy access to resources. Grid site management can
be enormously simplified with cloud technologies. But, similarly, cloud resources
can be improved by using the common grid authorization mechanisms and move-
ment of files (like VM images) between resources. Because of these complemen-
tarities, these technologies will coexist for the foreseeable future, and platforms
combining them will offer their users a better service.
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Chapter 4
Scientific Workflows in the Cloud

Gideon Juve and Ewa Deelman

Abstract The development of cloud computing has generated significant interest
in the scientific computing community. In this chapter we consider the impact of
cloud computing on scientific workflow applications. We examine the benefits and
drawbacks of cloud computing for workflows, and argue that the primary benefit of
cloud computing is not the economic model it promotes, but rather the technologies
it employs and how they enable new features for workflow applications. We describe
how clouds can be configured to execute workflow tasks and present a case study
that examines the performance and cost of three typical workflow applications on
Amazon EC2. Finally, we identify several areas in which existing clouds can be
improved and discuss the future of workflows in the cloud.

4.1 Introduction

In this chapter we consider the use of cloud computing for scientific workflow appli-
cations. Workflows are coarse-grained parallel applications that consist of a series
of computational tasks logically connected by data- and control-flow dependencies.
They are used to combine several different computational processes into a single
coherent whole. Many different types of scientific analysis can be easily expressed
as workflows, and, as a result, they are commonly used to model computations in
many science disciplines [13]. Using workflow technologies, components developed
by different scientists, at different times, for different domains can be used together.
Scientific workflows are used for simulation, data analysis, image processing, and
many other functions.
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Scientific workflows can range in size from just a few tasks to millions of tasks.
For large workflows, it is often desirable to distribute the tasks across many com-
puters in order to complete the work in a reasonable time. As such, workflows often
involve distributed computing on clusters, grids [18], and other computational in-
frastructures. Recently cloud infrastructures are also being evaluated as an execution
platform for workflows [24, 28].

Cloud computing represents a new way of thinking about how to deploy and
execute scientific workflows. On the one hand, clouds can be thought of as just an-
other platform for executing workflow applications. They support all of the same
techniques for workflow management and execution that have been developed for
clusters and grids. With very little effort a scientist can deploy a workflow execu-
tion environment that mimics the environment they would use on a local cluster or
national grid. On the other hand, clouds also provide several features, such as vir-
tualization, that offer new opportunities for making workflow applications easier to
deploy, manage, and execute. In this chapter we examine those opportunities and
describe how workflows can be deployed in the cloud today.

Many different types of clouds are being developed, both as commercial ventures
and in the academic community. For the purposes of this chapter, we are primarily
interested in Infrastructure as a Service (IaaS) clouds [3] as these are more immedi-
ately useable by workflow applications. Other clouds, such as Platform as a Service
(PaaS) and Software as a Service (SaaS) clouds, may provide additional benefits
for creating, managing, and executing workflow-based computations, but currently
there is a lack of systems developed in this area, and additional research is needed
to determine how such systems can be fruitfully combined with workflow technolo-
gies.

4.2 Workflows in the Cloud

There is some disagreement about what is the killer feature of cloud computing.
For many, especially those in the business community, the attractiveness of cloud
is due to its utility-based computing model—the idea that someone else manages a
set of computational resources and users simply pay to access them. The academic
community, however, has had utility computing for quite a long time in the form
of campus clusters, high-performance computing centers such as the NCSA [37]
and the SDSC [44], and national cyberinfrastructure such as the TeraGrid [48] and
the Open Science Grid [38]. Although the availability of commercial clouds may
have some impact on the economics of large-scale scientific computing, we do not
view economics as the fundamental benefit of cloud computing for science. Instead,
we think that clouds provide a multiplicity of benefits that are more technological
in nature and that these benefits stem, primarily, from the extensive use of service-
oriented architectures and virtualization in clouds. In the following sections we dis-
cuss several aspects of cloud computing that are of particular benefit to workflow
applications.
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4.2.1 Provisioning

In grids and clusters scheduling is based on a best-effort model in which a user spec-
ifies their computation (the number of resources and amount of time required) and
delegates responsibility for allocating resources and scheduling the computation to
a batch scheduler. Requests for resources (jobs) are immediately placed into a queue
and serviced in order, when resources become available, according to the policies of
the scheduler. As a result, jobs often face long, unpredictable queue times, especially
jobs that require large numbers of resources or have long runtimes. The allocation of
resources and binding of jobs to those resources are fundamentally tied together and
out of the user’s control. This is unfortunate for workflows because often the over-
heads of scheduling jobs on these platforms are high, and for a workflow containing
many tasks, the penalty is paid many times, which hurts performance [28].

In clouds the process is reversed. Instead of delegating allocation to the resource
manager, the user directly provisions the resources required and schedules their
computations using a user-controlled scheduler. This provisioning model is ideal for
workflows and other loosely-coupled applications because it enables the application
to allocate a resource once and use it to execute many tasks, which reduces the total
scheduling overhead and can dramatically improve workflow performance [28, 41,
45, 46]. Although in clusters and grids, pilot job systems, such as Condor glide-
ins [13], aim to simulate resource provisioning, they face limitations imposed by
the target systems, for example, the maximum walltime a job is allowed to run on a
resource.

4.2.2 On-Demand

Cloud platforms allocate resources on-demand. Cloud users can request, and expect
to obtain, sufficient resources for their needs at any time. This feature of clouds has
been called the “illusion of infinite resources.” The drawback of this approach is that,
unlike best-effort queuing, it does not provide an opportunity to wait. If sufficient
resources are not available to service a request immediately, then the request fails.

On-demand provisioning allows workflows to be more opportunistic in their
choice of resources. Unlike tightly coupled applications, which need all their re-
sources up-front and would prefer to wait in a queue to ensure priority, a workflow
application can start with only a portion of the total resources desired. The mini-
mum usable resource pool for workflows containing only serial tasks is one pro-
cessor. With on-demand provisioning a workflow can allocate as many resources as
possible and start making progress immediately.

4.2.3 Elasticity

In addition to provisioning resources on-demand, clouds also allow users to return
resources on-demand. This dual capability, called elasticity, is a very useful feature
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for workflow applications because it enables workflow systems to easily grow and
shrink the available resource pool as the needs of the workflow change over time.
Common workflow structures such as data distribution and data aggregation can
significantly change the amount of parallelism in a workflow over time [7]. These
changes lead naturally to situations in which it may be profitable to acquire or re-
lease resources to more closely match the needs of the application and ensure that
resources are being fully utilized.

4.2.4 Legacy Applications

Workflow applications frequently consist of a collection of complementary software
components developed at different times for different uses by different people. Part
of the job of a workflow management system is to weave these heterogeneous com-
ponents into a single coherent application. Often this must be done without changing
the components themselves. In some cases no one wants to modify codes that have
been designed and tested many years ago in fear of introducing bugs that may affect
the scientific validity of outputs. This can be challenging depending on the environ-
ment for which the components were developed and the assumptions made by the
developer about the layout of the filesystem. These components are often brittle and
require a specific software environment to execute successfully.

Clouds and their use of virtualization technology may make these legacy codes
much easier to run. Virtualization enables the environment to be customized to suit
the application. Specific operating systems, libraries, and software packages can
be installed, directory structures required by the application can be created, input
data can be copied into specific locations, and complex configurations can be con-
structed. The resulting environment can be bundled up as a virtual machine image
and redeployed on a cloud to run the workflow.

4.2.5 Provenance and Reproducibility

Provenance is the origin and history of an object [8]. In computational science,
provenance refers to the storage of metadata about a computation that can be used
to answer questions about the origins and derivation of data produced by that com-
putation. As such, provenance is the computational equivalent of a lab scientist’s
notebook and is a critical component of reproducibility, the cornerstone of experi-
mental science.

Virtualization is a useful feature for provenance because it allows one to capture
the exact environment that was used to perform a computation, including all of
the software and configuration used in that environment. In previous work [23] we
proposed a provenance model for workflow applications in which virtual machine
images are a critical component. The idea behind this model is that, if a workflow is
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executed using a virtual machine, then the VM image can be stored along with the
provenance of the workflow. Storing the VM image enables the scientist to answer
many important questions about the results of a workflow run such as: What version
of the simulation code was used to produce the data? Which library was used? How
was the software installed and configured? It also enables the scientist to redeploy
the VM image and create exactly the same environment that was used to run the
original experiment. This environment could be used to rerun the experiment, or it
could be modified to run a new experiment. These capabilities are enabled by the
use of virtualization in cloud computing.

4.3 Deploying Workflows in the Cloud

Workflow Management Systems, such as Pegasus WMS [16, 40], plan, execute,
and monitor scientific workflows. Pegasus WMS, which consists of the Pegasus
mapper [14], the DAGMan execution engine [12], and the Condor schedd [19] for
task execution, performs several critical functions. It adapts workflows to the tar-
get execution environment, it manages task execution on distributed resources, it
optimizes workflow performance to reduce time to solution and produce scientific
results faster, it provides reliability during execution so that scientists need not man-
age a potentially large number of failures, and they track data so that it can be easily
located and accessed during and after workflow execution.

An approach to running workflows on the cloud is to build a virtual cluster using
the cloud resources and schedule workflow tasks to that cluster.

4.3.1 Virtual Clusters

Scientific workflows require large quantities of compute cycles to process tasks. In
the cloud these cycles are provided by virtual machines. To achieve the performance
required for large-scale workflows, many virtual machine instances must be used si-
multaneously. These collections of VMs are called “virtual clusters” [10, 17, 32].
The process of deploying and configuring a virtual cluster is known as contextu-
alization [31]. Contextualization involves complex configuration steps that can be
tedious and error-prone to perform manually. To automate this process, software
such as the Nimbus Context Broker [31] can be used. This software gathers infor-
mation about the virtual cluster and uses it to generate configuration files and start
services on cluster VMs.

4.3.2 Resource Management

Having a collection of virtual machines is not sufficient to run a workflow. Addi-
tional software is needed to bind workflow tasks to resources for execution. The
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easiest way to do this is to use some off-the-shelf resource management system
such as Condor [35], PBS [5] or Sun Grid Engine [20]. In this way the virtual clus-
ter mimics a traditional computational cluster. A typical virtual cluster is composed
of a virtual machine that acts as a head node to manage the other machines in the
cluster and accept tasks from the workflow management system and a set of worker
nodes that execute tasks. Configuration of the resource manager and registration of
worker nodes with the head node is part of the process of contextualization.

4.3.3 Data Storage

Workflows are loosely coupled parallel applications that consist of a set of discrete
computational tasks logically connected via data- and control-flow dependencies.
Unlike tightly coupled applications in which tasks communicate by sending mes-
sage via the cluster network, workflow tasks typically communicate using files,
where each task produces one or more output files that become input files to other
tasks. These files are passed between tasks either through a shared storage system
or using some file transfer mechanism.

In order to achieve good performance, these storage systems must scale well to
handle data from multiple workflow tasks running in parallel on separate nodes.
When running on HPC systems, workflows can usually make use of a high-
performance, parallel filesystem such as Lustre [36], GPFS [43], or Panasas [27].
In the cloud, workflows can either make use of a cloud storage service, or they can
deploy their own shared filesystem. To use a cloud storage service, the workflow
management system would likely need to change the way it manages data. For ex-
ample, to use Amazon S3 [1] a workflow task needs to fetch input data from S3 to
a local disk, perform its computation, then transfer output data from the local disk
back to S3. Making multiple copies in this way can reduce workflow performance.
Another alternative would be to deploy a filesystem in the cloud that could be used
by the workflow. For example, in Amazon EC2 an extra VM can be started to host
an NFS filesystem, and worker VMs can mount that filesystem as a local partition.
If better performance is needed, then several VMs can be started to host a parallel
filesystem such as PVFS [34, 50] or GlusterFS [25].

4.4 Case Study: Scientific Workflows on Amazon EC2

To illustrate how clouds can be used for workflow applications, we present a case
study using Amazon’s EC2 [1] cloud. EC2 is a commercial cloud that exempli-
fies the IaaS model. It provides computational resources in the form of virtual ma-
chine instances, which come in a variety of hardware configurations and are capable
of running several different virtualized operating systems. For comparison, we ran
workflows on both EC2 and NCSA’s Abe cluster [37]. Abe is a typical example of
the resources available to scientists on the national cyberinfrastructure. Running the
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Fig. 4.1 The workflow
management in the context of
the execution environment

workflows on both platforms allows us to compare the performance, features, and
cost of a typical cloud environment to that of a typical grid environment. Figure 4.1
shows the high-level set up.

4.4.1 Applications Tested

Three workflow applications were chosen for this study: an astronomy application
(Montage), a seismology application (Broadband), and a bioinformatics application
(Epigenome). These applications were selected because they cover a wide range of
science domains and resource requirements.

Montage [6] creates science-grade astronomical image mosaics from data col-
lected using telescopes. The size of a Montage workflow (Fig. 4.2) depends upon
the area of the sky (in square degrees) covered by the output mosaic. In our ex-
periments we configured Montage workflows to generate an 8-degree mosaic. The
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Fig. 4.2 Montage workflow

resulting workflow contains 10,429 tasks, reads 4.2 GB of input data, and produces
7.9 GB of output data.

Broadband [9] generates and compares seismograms from several high- and low-
frequency earthquake simulation codes. Each Broadband workflow (Fig. 4.3) gen-
erates seismograms for several sources (scenario earthquakes) and sites (geographic
locations). For each (source, site) combination, the workflow runs several high- and
low-frequency earthquake simulations and computes intensity measures of the re-
sulting seismograms. In our experiments we used four sources and five sites to gen-
erate a workflow containing 320 tasks that reads 6 GB of input data and writes
160 MB of output data.

Epigenome [30] maps short DNA segments collected using high-throughput gene
sequencing machines to a previously constructed reference genome using the MAQ
software [33]. The workflow (Fig. 4.4) splits several input segment files into small
chunks, reformats and converts the chunks, maps the chunks to a reference genome,
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Fig. 4.3 Broadband workflow

Fig. 4.4 Epigenome
workflow

merges the mapped sequences into a single output map, and computes the sequence
density for each location of interest in the reference genome. The workflow used in
our experiments maps human DNA sequences to a reference chromosome 21. The



80 G. Juve and E. Deelman

workflow contains 81 tasks, reads 1.8 GB of input data, and produces 300 MB of
output data.

4.4.2 Software

All workflows were planned and executed using the Pegasus WMS. Pegasus is
used to transform abstract, resource-independent workflow descriptions into con-
crete, platform-specific execution plans. These plans are executed using DAGMan
to track dependencies and release tasks as they become ready, and Condor schedd
to run tasks on the available resources.

4.4.3 Hardware

EC2 provides resources with various hardware configurations. Table 4.1 compares
the resource types used for the experiments. It lists five resource types from EC2
(m1.* and c1.*) and two resource types from Abe (abe.local and abe.lustre). There
are several noteworthy details about the resources shown. First, although there is
actually only one type of Abe node, there are two types listed in the table: abe.local
and abe.lustre. The actual hardware used for these types is equivalent; the difference
is in how I/O is handled. The abe.local type uses a local partition for I/O, and the
abe.lustre type uses a Lustre partition for I/O. Using two different names is simply
a notational convenience. Second, in terms of computational capacity, the c1.xlarge
resource type is roughly equivalent to the abe.local resource type with the exception

Table 4.1 Resource types used

Type Arch. CPU Cores Memory Network Storage Price

m1.small 32-bit 2.0–2.6 GHz
Opteron

1/2 1.7 GB 1-Gbps
Ethernet

Local
disk

$0.10/hr

m1.large 64-bit 2.0–2.6 GHz
Opteron

2 7.5 GB 1-Gbps
Ethernet

Local
disk

$0.40/hr

m1.xlarge 64-bit 2.0–2.6 GHz
Opteron

4 15 GB 1-Gbps
Ethernet

Local
disk

$0.80/hr

c1.medium 32-bit 2.33–2.66 GHz
Xeon

2 1.7 GB 1-Gbps
Ethernet

Local
disk

$0.20/hr

c1.xlarge 64-bit 2.33–2.66 GHz
Xeon

8 7.5 GB 1-Gbps
Ethernet

Local
disk

$0.80/hr

abe.local 64-bit 2.33 GHz Xeon 8 8 GB 10-Gbps
InfiniBand

Local
disk

N/A

abe.lustre 64-bit 2.33 GHz Xeon 8 8 GB 10-Gbps
InfiniBand

Lustre N/A
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Fig. 4.5 Execution environment

that abe.local has slightly more memory. We use this fact to estimate the virtual-
ization overhead for our test applications on EC2. Third, in rare cases, EC2 assigns
Xeon processors for m1.* instances, but for all of the experiments reported here, the
m1.* instances used were equipped with Opteron processors. The only significance
is that Xeon processors have better floating-point performance than Opteron proces-
sors (4 FLOP/cycle vs. 2 FLOP/cycle). Finally, the m1.small instance type is shown
having core. This is possible because of virtualization. EC2 nodes are configured to
give m1.small instances access to the processor only 50% of the time. This allows a
single processor core to be shared equally between two separate m1.small instances.

4.4.4 Execution Environment

The execution environment was deployed on EC2 as shown in Fig. 4.5 (left). A sub-
mit host running outside the cloud was used to coordinate the workflow, and worker
nodes were started inside the cloud to execute workflow tasks. For the Abe experi-
ments, Globus [47] and Corral [11, 29] were used to deploy Condor glideins [22] as
shown in Fig. 4.5(right). The glideins started Condor daemons on the Abe worker
nodes, which contacted the submit host and were used to execute workflow tasks.
This approach creates an execution environment on Abe that is equivalent to the
EC2 environment.

4.4.5 Storage

Amazon provides several storage services that can be used with EC2. The Simple
Storage Service (S3) [39] is an object-based storage service. It supports PUT, GET,
and DELETE operations for untyped binary objects up to 5 GB in size. The Elas-
tic Block Store (EBS) [2] is a block-based storage service that provides SAN-like
storage volumes up to 1 TB in size. These volumes appear as standard block de-
vices when attached to an EC2 instance and can be formatted with standard UNIX
filesystems. EBS volumes cannot be shared between multiple instances.
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In comparison, Abe provides shared storage on a large Lustre [36] parallel
filesystem. This is a very common storage configuration for cluster and grid plat-
forms.

To run workflow applications storage must be allocated for application executa-
bles, input data, intermediate data, and output data. In a typical workflow applica-
tion, executables are preinstalled on the execution site, input data is copied from an
archive to the execution site, and output data is copied from the execution site to an
archive.

For all experiments, executables and input data were prestaged to the execution
site, and output data were not transferred from the execution site. For the EC2 ex-
periments, executables were installed in the VM images, input data was stored on
EBS volumes, and intermediate and output data were written to a local partition. For
the Abe experiments, executables and input data were kept on the Lustre filesystem,
and intermediate and output data were written in some cases to a local partition
(abe.local experiments) and in other cases to the Lustre filesystem (abe.lustre exper-
iments).

EBS was chosen to store input data for a number of reasons. First, storing inputs
in the cloud obviates the need to transfer input data repeatedly. This saves both time
and money because transfers cost more than storage. Second, using EBS avoids the
10-GB limit on VM images, which is too small to include the input data for all
the applications tested. We can access the data as if it were on a local disk without
packaging it in the VM image. A simple experiment using the disk copy utility
“dd” showed similar performance reading from EBS volumes and the local disk
(74.6 MB/s for local, and 74.2 MB/s for EBS). Finally, using EBS simplifies our
setup by allowing us to reuse the same volume for multiple experiments. When we
need to change instances, we just detach the volume from one instance and reattach
it to another.

4.4.6 Performance Comparison

In this section we compare the performance of the selected workflow applications by
executing them on Abe and EC2. The critical performance metric we are concerned
with is the runtime of the workflow (also known as the makespan), which is the total
amount of wall clock time from the moment the first workflow task is submitted
until the last task completes. The runtimes reported for EC2 do not include the
time required to install and boot the VM, which typically averages between 70 and
90 seconds [26]. Now this is much less if you use EBS to store images, and the
runtimes reported for Abe do not include the time glidein jobs spend waiting in the
queue, which is highly dependent on the current system load. Also, the runtimes
do not include the time required to transfer input and output data (see Table 4.4).
We assume that this time will be variable depending on WAN conditions. A study
of bandwidth to/from Amazon services is presented in [39]. In our experiments we
typically observed bandwidth on the order of 500–1000 KB/s between Amazon’s
East Region datacenter and our submit host in Marina del Rey, CA.
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Fig. 4.6 Runtime
comparison

Table 4.2 Monthly storage
cost Application Volume size Monthly cost

Montage 5 GB $0.66

Broadband 5 GB $0.60

Epigenome 2 GB $0.26

We estimate the virtualization overhead for each application by comparing the
runtime on c1.xlarge with the runtime on abe.local. Measuring the difference in
runtime between these two resource types should provide a good estimate of the
cost of virtualization.

Figure 4.6 shows the runtime of the selected applications using the resource types
shown in Table 4.2. In all cases the m1.small resource type had the worst runtime
by a large margin. This is not surprising given its relatively low capabilities.

For Montage, the best EC2 performance was achieved on the m1.xlarge type.
This is likely due to the fact that m1.xlarge has twice as much memory as the next
best resource type. The extra memory is used by the Linux kernel for the filesystem
buffer cache to reduce the amount of time the application spends waiting for I/O.
This is particularly beneficial for Montage, which is very I/O-intensive. The best
overall performance for Montage was achieved using the abe.lustre configuration,
which was more than twice as fast as abe.local. This large gap suggests that having
a parallel filesystem is a significant advantage for I/O-bound applications like Mon-
tage. The difference in runtime between the c1.xlarge and abe.local experiments
suggests that the virtualization overhead for Montage is less than 8%.

The best overall runtime for Broadband was achieved by using the abe.lustre re-
source type, and the best EC2 runtime was achieved using the c1.xlarge resource
type. This is despite the fact that only six of the eight cores on c1.xlarge and
abe.lustre could be used due to memory limitations. Unlike Montage, the difference
between running Broadband on a relatively slow local disk (abe.local) and running
on the parallel filesystem (abe.lustre) is not as significant. This is attributed to the
lower I/O requirements of Broadband. Broadband performs the worst on m1.small
and c1.medium, which also have the lowest amount memory (1.7 GB). This is be-
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cause m1.small has only half a core, and c1.medium can only use one of its two
cores because of memory limitations. The difference between the runtime using
c1.xlarge and the runtime using abe.local was only about 1%. This small difference
suggests a relatively low virtualization penalty for Broadband.

For Epigenome, the best EC2 runtime was achieved using c1.xlarge, and the best
overall runtime was achieved using abe.lustre. The primary factor affecting the per-
formance of Epigenome was the availability of processor cores, with more cores
resulting in a lower runtime. This is expected given that Epigenome is almost en-
tirely CPU-bound. The difference between the abe.lustre and abe.local runtimes was
only about 2%, which is consistent with the fact that Epigenome has relatively low
I/O and is therefore less affected by the parallel filesystem. The difference between
the abe.local and the c1.xlarge runtimes suggests that the virtualization overhead for
this application is around 10%, which is higher than both Montage and Broadband.
This may suggest that virtualization has a larger impact on CPU-bound applications.

Based on these experiments, we believe that the performance of workflows on
EC2 is reasonable given the resources that can be provisioned. Although the EC2
performance was not as good as the performance on Abe, most of the resources
provided by EC2 are also less powerful. In the cases where the resources are similar,
the performance was found to comparable. The EC2 c1.xlarge type, which is nearly
equivalent to abe.local, delivered performance that was nearly the same as abe.local
in our experiments.

For I/O-intensive workflows like Montage, EC2 is at a significant disadvantage
because of the lack of high-performance parallel filesystems. While such a filesys-
tem could conceivably be constructed from the raw components available in EC2,
the cost of deploying such a system would be prohibitive. In addition, because EC2
uses commodity networking equipment, it is unlikely that there would be a signif-
icant advantage in shifting I/O from a local partition to a parallel filesystem across
the network, because the bottleneck would simply shift from the disk to the network
interface. In order to compete performance-wise with Abe for I/O-intensive appli-
cations, Amazon would need to deploy both a parallel filesystem and a high-speed
interconnect.

For memory-intensive applications like Broadband, EC2 can achieve nearly the
same performance as Abe as long as there is more than 1 GB of memory per core.
If there is less, then some cores must sit idle to prevent the system from running out
of memory or swapping. This is not strictly an EC2 problem, the same issue affects
Abe as well.

For CPU-intensive applications like Epigenome, EC2 can deliver comparable
performance given equivalent resources. The virtualization overhead does not seem
to be a significant barrier to performance for such applications. In fact, the virtual-
ization overhead measured for all application less than 10%. This is consistent with
previous studies that show similar virtualization overheads [4, 21, 49]. As such, vir-
tualization does not seem, by itself, to be a significant performance problem for
clouds. As virtualization technologies improve, it is likely that what little overhead
there is will be further reduced or eliminated.
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4.4.7 Cost Analysis

In this section we analyze the cost of running workflow applications in the cloud. We
consider three different cost categories: resource cost, storage cost, and transfer cost.
Resource cost includes charges for the use of VM instances in EC2; storage cost
includes charges for keeping VM images in S3 and input data in EBS; and transfer
cost includes charges for moving input data, output data, and log files between the
submit host and EC2.

Resource Cost

Each of the five resource types Amazon offers is charged at a different hourly rate:
$0.10/hr for m1.small, $0.40/hr for m1.large, $0.80/hr for m1.xlarge, $0.20/hr for
c1.medium, and $0.80/hr for c1.xlarge. Usage is rounded up to the nearest hour, so
any partial hours are charged as full hours.

Figure 4.7 shows the per-workflow resource cost for the applications tested. Al-
though it did not perform the best in any of our experiments, the most cost-effective
instance type was c1.medium, which had the lowest execution cost for all three ap-
plications.

Storage Cost

Storage cost consists of (a) the cost to store VM images in S3 and (b) the cost
of storing input data in EBS. Both S3 and EBS use fixed monthly charges for the
storage of data and variable usage charges for accessing the data. The fixed charges
are $0.15 per GB-month for S3 and $0.10 per GB-month for EBS. The variable
charges are $0.01 per 1,000 PUT operations and $0.01 per 10,000 GET operations
for S3, and $ 0.10 per million I/O operations for EBS. We report the fixed cost per
month, and the total variable cost for all experiments performed.

Fig. 4.7 Resource cost
comparison
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We used a 32-bit and a 64-bit VM image for all of the experiments in this paper.
The 32-bit image was 773 MB, and the 64-bit image was 729 MB for a total fixed
cost of $0.22 per month. In addition, there were 4616 GET operations and 2560
PUT operations for a total variable cost of approximately $0.03.

The fixed monthly cost of storing input data for the three applications is shown
in Table 4.2. In addition, there were 3.18 million I/O operations for a total variable
cost of $0.30.

Transfer Cost

In addition to resource and storage charges, Amazon charges $0.10 per GB for trans-
fer into, and $0.17 per GB for transfer out of, the EC2 cloud. Tables 4.3 and 4.4 show
the per-workflow transfer sizes and costs for the three applications studied. Input is
the amount of input data to the workflow, output is the amount of output data, and
logs is the amount of logging data that is recorded for workflow tasks and transferred
back to the submit host. The cost of the protocol used by Condor to communicate
between the submit host and the workers is not included, but it is estimated to be
less than $0.01 per workflow.

The first thing to consider when provisioning resources on EC2 is the tradeoff be-
tween performance and cost. In general, EC2 resources obey the aphorism “you get
what you pay for”—resources that cost more perform better than resources that cost
less. For the applications tested, c1.medium was the most cost-effective resource
type even though it did not have the lowest hourly rate, because the type with the
lowest rate (m1.small) performed so badly.

Another important thing to consider when using EC2 is the tradeoff between stor-
age cost and transfer cost. Users have the option of either (a) transferring input data
for each workflow separately or (b) transferring input data once, storing it in the
cloud, and using the stored data for multiple workflow runs. The choice of which
approach to employ will depend on how many times the data will be used, how long
the data will be stored, and how frequently the data will be accessed. In general,

Table 4.3 Per-workflow
transfer sizes Application Input Output Logs

Montage 4291 MB 7970 MB 40 MB

Broadband 4109 MB 159 MB 5.5 MB

Epigenome 1843 MB 299 MB 3.3 MB

Table 4.4 Per-workflow
transfer costs Application Input Output Logs Total

Montage $0.42 $1.32 <$0.01 $1.75

Broadband $0.40 $0.03 <$0.01 $0.43

Epigenome $0.18 $0.05 <$0.01 $0.23
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storage is more cost-effective for input data that is reused often and accessed fre-
quently, and transfer is more cost-effective if data will be used only once. For the
applications tested in this paper, the monthly cost to store input data is only slightly
more than the cost to transfer it once. Therefore, for these applications, it is usu-
ally more cost-effective to store the input data rather than transfer the data for each
workflow.

Although the cost of transferring input data can be easily amortized by storing
it in the cloud, the cost of transferring output data may be more difficult to reduce.
For many applications, the output data is much smaller than the input data, so the
cost of transferring it out may not be significant. This is the case for Broadband and
Epigenome, for example. For other applications, the large size of output data may be
cost-prohibitive. In Montage, for example, the output is actually larger than the input
and costs nearly as much to transfer as it does to compute. For these applications,
it may be possible to leave the output in the cloud and perform additional analyses
there rather than to transfer it back to the submit host.

In [15] the cost of running 1-, 2-, and 4-degree Montage workflows on EC2 was
studied via simulation. That paper found the lowest total cost of a 1-degree workflow
to be $0.60, a 2-degree to be $2.25, and a 4-degree to be $9.00. In comparison, we
found the total cost of an 8-degree workflow, which is 4 times larger than a 4-degree
workflow, to be approximately $1.25 if data is stored for an entire month and $2.35
if data is transferred. This difference is primarily due to an underestimate of the
performance of EC2 that was used in the simulation, which produced much longer
simulated runtimes.

Finally, the total cost of all the experiments presented in this paper was $149.55.
That includes all charges related to learning to use EC2, creating VM images, and
running test and experimental workflows.

4.5 Challenges

In the experiments above we focused on running a workflow application on a single
multicore virtual instance. There are several challenges that need to be addressed
when running workflows on multiple virtual instances. Here we describe the chal-
lenges related to data storage, communications, and configurability.

4.5.1 Lack of Appropriate Storage Systems

Existing workflow systems often rely on parallel and distributed filesystems. These
are required to ensure that tasks landing on any node can access the outputs of pre-
vious tasks that may have executed on another node. It is possible to transfer inputs
and outputs for each task separately; however the repeated movement of data is
highly inefficient and time-consuming. In addition, it may be costly in a commer-
cial cloud that charges by the number of bytes transferred. Commercial clouds often
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deploy structured or object-based storage services that can be utilized by workflow
applications. However, these services typically do not provide standard filesystem
interfaces. In order to use these systems, the application codes must either be modi-
fied to interface with the storage services or must be wrapped with additional work-
flow components that know how to do the translation. Another solution is to deploy a
temporary shared filesystem in the cloud as part of a virtual cluster, but the problems
with this solution are that it is complex, potentially costly, and requires an additional
step to ensure that desired outputs are transferred to permanent storage. A better so-
lution would be a permanent, scalable, parallel filesystem similar to what existing
clusters and grids use. The challenge to this approach is that it is not clear how such
a filesystem would be provisioned and shared among different users within a cloud.
In particular, authentication and authorization would be key challenges of such a
system.

4.5.2 Relatively Slow Networks

Most communication in workflows occurs through intermediate files that are written
by one task and read by a subsequent task. In a distributed environment these files
need to be transferred across the network in order for the workflow to make progress.
As such, workflows depend on high-performance networks to achieve good perfor-
mance. This is especially true for data-intensive workflows. Networks that provide
high throughput, but not necessarily low latency, are ideal, however the predominant
networking technology employed by existing commercial clouds is Gigabit Ether-
net. In comparison, many cluster and grid infrastructures provide interconnects that
deliver 10 Gigabit/second or better. In order for clouds to be a viable alternative
to clusters and grids as a platform for workflow applications, they would need to
deploy much faster networks. Making high-performance networking function with
OS-level virtualization should be a top priority for future cloud platforms.

4.5.3 Lack of Tools

Setting up an environment to run workflows in the cloud is a complex endeavor.
There is some work in virtual appliances [42], but those are typically designed for
single nodes and not for clusters of nodes. The Nimbus Context Broker [31] can
be used to construct virtual clusters and is immensely useful for running workflows
in the cloud. More tools are needed to simplify the management of cloud-based
environments.

4.6 Summary and Future Outlook

The benefit of cloud computing for science is not necessarily in its utility comput-
ing and economic aspects, which are not new for academic computing. The benefit
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of clouds is rather in its technological features that stem from service-oriented ar-
chitecture and virtualization. In the area of scientific workflows, clouds have many
important benefits. These benefits include the illusion of infinite resources, lease-
based provisioning, elasticity, support for legacy applications and environments,
provenance and reproducibility, and others.

In our work, we supported the workflow execution on the cloud through the de-
ployment of a Condor-based virtual cluster on top of virtual instance. Workflows can
also be made to run across multiple virtual instances, but additional communicate
of data files need to be supported.

Cloud platforms like Amazon EC2 can be used to execute workflows today, but
in the future much work is needed to bring these platforms up to the performance
level of the grid. This includes developing cloud storage systems that are appropriate
for workflow and other science applications as well as tools to help scientists and
workflow engineers deploy their applications in the cloud.

In the future we will see many new cloud-based solutions for workflow applica-
tions. For example, we will likely see the development of new management tools
that help users run workflows using existing tools in the grid. We may see new
workflow systems that are designed with the specific features of the cloud in mind.
We will see research on how to deploy workflows across grids and clouds. We may
see PaaS and SaaS clouds that are developed exclusively for workflow applications.
For example, a PaaS cloud may provide a user-centered Replica Location Service
(RLS) for locating files in the cloud and outside, a dynamic Network Attached Stor-
age (NAS) service for storing files used and created by workflows, a transformation
catalog service to store and manage application binaries, and a workflow execution
service for managing tasks and dependencies. A SaaS cloud for workflows may pro-
vide an application-specific portal where a user could enter the details of a desired
computation and have the underlying workflow services generate a new workflow
instance, plan and execute the computation, and provide access to the results.
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Chapter 5
Auspice: Automatic Service Planning
in Cloud/Grid Environments

David Chiu and Gagan Agrawal

Abstract Recent scientific advances have fostered a mounting number of services
and data sets available for utilization. These resources, though scattered across dis-
parate locations, are often loosely coupled both semantically and operationally. This
loosely coupled relationship implies the possibility of linking together operations
and data sets to answer queries. This task, generally known as automatic service
composition, therefore abstracts the process of complex scientific workflow plan-
ning from the user. We have been exploring a metadata-driven approach toward
automatic service workflow composition, among other enabling mechanisms, in our
system, Auspice: Automatic Service Planning in Cloud/Grid Environments. In this
paper, we present a complete overview of our system’s unique features and outlooks
for future deployment as the Cloud computing paradigm becomes increasingly em-
inent in enabling scientific computing.

5.1 Introduction

Steady progress in various scientific fields including, but not limited to, geoin-
formatics [22, 29, 30], astronomy [41], bioinformatics [26–28], and high-energy
physics [5], has led to a cornucopia of new data. These scientific data sets are typ-
ically stored in structured, low-level files for a variety of reasons despite the ongo-
ing success in database technologies.1 To store these vast collections of files, Mass

1For instance, a series of scientific observations is easily represented by arrays but not relational
tables.
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Fig. 5.1 Scientific data repositories and services

Storage Systems (MSS) are typically employed. Reliant on voluminous, but slow,
disk/tape storage, MSS systems are distributed over existing networks including
clusters, scientific Data Grids, and more recently, the Cloud [44], in combination
that culminates a “scientific Web.” Figure 5.1 exemplifies this distribution model of
scientific data storage and services.

At the same time, XML [45] emerged, a declarative markup language that allows
common users to describe data sets. Having a accessible means for anyone to invent
and provide data descriptions, metadata were eventually substantiated and standard-
ized across many domains. As a result, metadata have become essential to many of
today’s applications. Because scientific data is often cryptic, the data management
and Web communities have pressed for the coupling of metadata with certain data
sets. The Dublin Core Metadata Initiative, for instance, has instituted a general set of
cross-domain metadata elements (e.g., author, title, date, etc.) [18]. Attuned the im-
portance of metadata, the scientific community also began undertaking tremendous
efforts toward standardizing metadata formats. These efforts produced such formats
as the Content Standard for Digital Geospatial Metadata (CSGDM) [21] and the
Biological Data Profile (BDP) [39]. With a mounting number of reliable scientific
metadata, relevant data sets can be identified and accessed more efficiently in to-
day’s cyberinfrastructures.

Meanwhile, the success of Service-Oriented Architectures (SOA) has ushered
an abundant deployment of interoperable processes/services, access to high-level
utilities, and other compute and storage resources across scientific and geographic
domains. These concrete advancements were instrumental in resurfacing the meta-
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computing framework, now known as the Grid [23], which is aptly named to reflect
the vision of ubiquitous access to pervasive compute resources.

With the Grid’s high availability of distributed data sets and services comes the
nontrivial challenge for scientists and other end-users to manage such information.
For instance, certain information involves execution of several operations, with dis-
parate inputs, in a particular sequence. This process is typically known as service
composition. The Grid computing environment, together with the need to manage
and process scientific data, triggered a resurgence of interest in workflows, which
were originally employed for managing complex business operations. Whereas to-
day’s mainstream scientific workflow systems (e.g., Pegasus [19], Kepler [2], Tri-
ana [38], Taverna [40], and others) have been instrumental in reducing the need
for domain scientists to be familiar with the nuances of large-scale computing. For
instance, most scientific workflow management systems provide high-level user in-
terfaces for planning dependent operations, whereas computing provisions such as
scheduling and resource allocation are hidden. Certainly, a goal for enabling these
service level workflows is to automate their composition while simultaneously hid-
ing such esoteric details as service and data discovery, integration, and scheduling
from the common user.

5.1.1 Our Vision with Auspice

In this chapter, we discuss our contributions with Auspice (Automatic Service Plan-
ning in Cloud/Grid Environments), a metadata-driven service composition system
developed at the Ohio State University. Auspice processes queries through auto-
matic composition and execution of service workflow plans. Auspice is data-driven
in the way that it leverages domain specific metadata to automatically derive loosely
coupled service plans that are semantically sound. Our system also enables Quality
of Service through adaptive service planning, allowing it to scale execution times
and data derivation accuracies to user needs. Auspice also exploits the emergence
of the pay-as-you-go supercomputing infrastructure provisioned via the Cloud, by
offering a flexible intermediate data cache. Our system, shown in Fig. 5.2, comprises
several independent layers, each encapsulated with certain functionalities. We out-
line the system in its entirety and, in the same effort, our research contributions.

The rest of this chapter is organized as follows. We first describe the Auspice
metadata framework (Sect. 5.2) because it is central to our framework. Methods for
planning, QoS handling, and caching are described in Sect. 5.3. Our approach for
keyword querying integration is discussed in Sect. 5.4. A system evaluation was
performed to show the effectiveness of our QoS handling and caching, two of Aus-
pice’s distinguishing features (Sect. 5.5). A discussion of related works is given in
Sect. 5.6, and finally, we conclude in Sect. 5.7.

5.2 Metadata Framework

Auspice’s Semantics Layer in Fig. 5.2 facilitates the metadata functionalities neces-
sary for our automatic service composition algorithm.
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Fig. 5.2 Auspice system architecture

5.2.1 Capturing Concept Derivation

In designing the framework, our observation is that many scientific fields typi-
cally contain a set of domain-specific concepts, e.g., in geoinformatics: coordinates,
bathymetry (water depth), coast lines, etc. These domain concepts can typically be
derived by the available data sets and services. Users, who have become increas-
ingly goal-oriented, target these concepts in their queries: an engineer might prefer
a system capable of immediately answering

‘‘what is the coast line along coordinate x?’’

rather than having to find and orchestrate the execution of a workflow composing
several operations using files from several potentially disparate data sources. Ab-
stractly, one can envision a “concept derivation” scheme as a means to automati-
cally generate plans, composing the necessary service operations and data sets to
answer queries. That is, a concept c is derived by a service s, whose inputs (x, y, z)

are again substantiated by concepts cx, cy, cz, etc., until a terminal element (either a
service without input or data file) has been reached.

We proposed an ontology to capture these concept derivation relationships: Let
ontology O = (VO,EO) be a directed acyclic graph where its set of vertices, VO ,
comprises a disjoint set of classes: concepts C, services S, and data types, D, i.e.,
VO = (C∪S∪D). Each directed edge (u, v) ∈ EO must denote one of the following
relations:

• (uδc→sv): concept-service derivation. Service u ∈ S used to derive v ∈ C.
• (uδc→dv): concept-data type derivation. Data type u ∈ D used to derive v ∈ C.
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Fig. 5.3 Coast line workflow
example

• (uδs→cv): service-concept derivation. Concept u ∈ C used to derive service
v ∈ S.

Planning a workflow with this structure in place becomes possible as the task
is simplified to depth-first search from the query’s targeted concept node. In the
top half of Fig. 5.3, we show one possible subset of the ontology vis-à-vis with
the coast line target concept.2 Although the abstract workflow is not shown, it can
be easily envisioned by reversing the arrows (depicting derivation dependency) and
removing the intermediate concept nodes. The bottom half of Fig. 5.3 shows the
executable, concrete workflow after some substantiation of the required data (and
query parameters).

5.2.2 Enabling Fast Resource Identification

Although the aforementioned semantics framework can be used to find a concept’s
overall derivation structure, inputs and files specific to the user’s query has yet to

2Other derivation paths may exist within a certain ontology, but for simplicity, we show just one
here.
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be determined. This is by far the most time-consuming aspect of the planning al-
gorithm. But to reduce its complexity, we apply a metadata indexing scheme for
data sets and services. In a process we call metadata registration, each known file
is indexed by their respective popular identifying concepts extracted from their cor-
responding metadata. For instance, a file in the geographical domain is typically
identified by the time and location that it represents. The general metadata registra-
tion framework allows domain scientists to define rules for the concept’s extraction
from each metadata format and builds a unified index to quickly identify the nec-
essary files for workflow construction. Service metadata registration, although less
crucial since |D| � |S|, is also employed to index their derivation and input needs.

On receiving the above coast line query, we have shown that Auspice can accu-
rately plan the workflow toward its derivation (given a set of known services and
data sets), as well as quickly identifying the necessary files associated with coordi-
nate x. A nuanced discussion of this example within the semantics framework can
also be found in [11].

5.3 Service Workflow Planning

In this section, we begin the discussion of the system’s Planning and Execution
Layer, responsible for automatic service composition, making QoS decisions, and
workflow execution. The ontology described in the previous section is capable of
defining workflows in the recursive form of composite derivations. In the same way,
a workflow w can be defined in our system as follows:

w =

⎧
⎪⎨

⎪⎩

ε,

d ∈ D,

(op,Pop) ∈ S

(1)

such that terminals ε and d ∈ D denote a null workflow and a data instance (file, user
input, intermediate data, etc.) belonging to a specific data type in D, respectively.
Nonterminal (op,Pop) ∈ S is a tuple where op denotes a service operation with a
corresponding parameter list Pop = (p1, . . . , pk) and each pi is itself a workflow.
In other words, a workflow is a tuple that either contains a single data instance or a
service operation whose parameters are, recursively, (sub)workflows.

Our planning algorithm, called workflow enumeration (WFEnum), takes as in-
put the targeted concept, t and Q[. . .], the mapped list of query parameters such that
Q[k] → val|k ∈ C. The planner’s goal is to enumerate all possible service plans that
can be used to somehow derive t with respect to the given Q. Algorithm 1 shows
a condensed version of the WFEnum algorithm originally proposed in [11]. While
the overall algorithm has been reduced here, its basic logic is still conveyed. Faith-
ful to the workflow structure defined in (1), WFEnum generates and returns a list of
possible workflows, W = (w1, . . . ,wm), by first deriving t via any data sets avail-
able (Lines 2–8). Finally, WFEnum searches all service-derived paths (Lines 9–18)
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Algorithm 1 WFEnum(t,Q)
1: W ← ()

2: for all {(t, v) ∈ G|v ∈ D} do
3: //v = d ∈ D

4: F ← σ<Q>(d) //select files w.r.t. Q

5: for all f ∈ F do
6: W ← W ∪ {f }
7: end for
8: end for
9: for all {(t, v) ∈ G|v ∈ S} do

10: //v = (op,Pop) ∈ S

11: Wop ← ()

12: for all p ∈ Pop do
13: Wop ← Wop×WFEnum(p.t,Q)
14: end for
15: for all pm ∈ Wop do
16: W ← W ∪ {(op,pm)}
17: end for
18: end for
19: return W

by composing all services known to derive t . The composition of the services is
driven by a recursive reduction of the concepts pertaining to all of its input param-
eters. Whereas the ontology guides the derivation links (Line 2 for data types and
Line 9 for services), the metadata index, implicit in the algorithm, identifies the files
efficiently (Line 4).

5.3.1 Planning with QoS Adaptivity

Often, there exists multiple ways to derive a given query, using different combina-
tions of data sources and services. Which costs differentiate each workflow, then,
should be determined. In most scientific domains, we are concerned with two Qual-
ities of Service constraints: execution time and the accuracy of results.

In terms of time, it is expected that users may have certain constraints on execu-
tion time. But in heterogeneous networks, such as geographically diverse Grids, ex-
ecution times cannot always be guaranteed. In our earlier work [15], we showed that
Auspice can adapt to heterogeneity in underlying networks with varying bandwidths
by dynamically reducing the complexity of data sets in the workflow. Reducing data
sets, however, introduced a vexing problem of finding the corresponding errors with
respect to the scientific domain. We return to the running coast line query example.
Let us assume that the user now requests that the coast line be returned in some T

amount of time, with a mean error no greater than E meters in length. Now, con-
sider a case where Auspice determined a workflow can be completed in T time by
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reducing the resolution of some image by α%. The problem becomes finding the re-
lationship between the system accuracy parameter, α, and the domain-specific error,
E, for example, difference in meters.

We studied this effect in [14, 16] and proposed a general approach to automati-
cally assign system-based adaptive parameters, such as an α resolution rate, in order
to still meet the user-based accuracy/error parameters, E. We found that many sci-
entific error models are complex and implemented by read-only algorithms. Clearly,
given some scientific error model σ(α) that estimates E on varying resolution val-
ues it is not always possible to inverse σ for providing a precise α. We proposed
that, given an error constraint E, σ can be iteratively invoked on disparate values
(v1, . . . , vi) until convergence, i.e., E ≈ σ(vi), and trivially, α ≈ vi . We showed,
in [16], that vi can be found via a binary-search approach, and α-convergence is
on the order of microseconds, which is negligible when compared to the overall
planning time.

5.3.2 Flexible Derived Data Caching

As scientific data sets continue to mount, the overall execution times of large-scale
workflows clearly become dominated by computation and network transfer times. In
an effort to reduce execution times, we believe that a traditional approach, caching,
can be applied to the Auspice framework. In [13], we built a hierarchical cache
for intermediate derived workflow data. This cache uses a modified version of Bx -
Trees [33], to index already derived data. Our cache was implemented on a cluster
and was shown to not only scale well to an increasing number of cluster nodes, but
also speed up our queries accordingly.

To bring this idea a step beyond clusters and into today’s Cloud infrastructure [4],
we surmise that technologies developed for Web caching can be employed to build
a flexible hierarchical cache. A Cloud-based cache will be flexible in the sense that
not only can it dynamically allocate Cloud nodes to grow in size, but it should
also shrink to save cost for Cloud usage. We utilize consistent hashing [34], which
has found application in Web proxies, among others. With all forms of hashing, the
dynamic allocation (and deallocation) of nodes causes overhead due to the migration
of indexes to new nodes. Consistent hashing was developed to reduce this overhead
and hence is friendly to dynamic underlying infrastructures such as the Cloud. For
Cloud-use, we proposed an algorithm, Greedy Bucket Allocation (GBA), which
allocates Cloud nodes as a last resort to save costs while managing to cache as many
intermediate data sets as possible [12]. We have shown that on-demand machine
allocation for intermediate data caching within a simulated Cloud not only improves
execution times, but also minimizes the potentials for underutilizing resources (not
incidentally, it also helps reduce the Cloud utilization cost). While our algorithms
were able to scale up resources when needed, the Cloud computing paradigm ushers
in a new dimension in cost optimization. That is, applications should also scale down
to save cost. However, this decision is difficult to make—data and job migration
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costs are high, so down-scaling should only be performed when it is predictable that
potentials for increasing workloads are not imminent.

We implement a cache contraction scheme to merge nodes when query intensities
are lowered. Our scheme is based on a combination of exponential decay and a
temporal sliding window. Because the size of our cache system (number of nodes)
is highly dependent on the frequency of queries during some timespan, we propose
a global cache eviction scheme that captures querying behavior. In our contraction
scheme, we employ a streaming model, where incoming query requests represent
streaming data, and a global view of the most recently queried keys is maintained
in a sliding window. A sliding window, T = (t1, . . . , tm), comprises m time slices
of some fixed real-time length. Each time slice ti associates a set of keys queried
in the duration of that slice. We argue that, as time passes, older unreferenced keys
(i.e., ti nearing tm) should have a lower probability of existing in the cache. As these
less relevant keys become evicted, the system makes room for newer, incoming keys
(i.e., ti nearing t1) and thus capturing temporal locality of the queries.

Cache eviction occurs when a time slice has reached tm+1, and at this time, an
eviction score,

λ(k) =
m∑

i=1

αi−1
∣
∣{k ∈ ti}

∣
∣,

is computed for every key, k, within the expired slice. The ratio α : 0 < α < 1 is a
decay factor, and |{k ∈ ti}| returns the number of times k appears in some slice ti .
Here, α is passive in the sense that a higher value corresponds to a larger amount
of keys that is kept in the system. After λ has been computed for each key in tm+1,
any key whose λ falls below the threshold, Tλ, is evicted from the system. Notice
that α is amortized in the older time slices, in other words, recent queries for k

are rewarded, so k is less likely to be evicted. Clearly, the sliding window eviction
method is sensitive to the values of α and m. A baseline value for Tλ would be αm−1,
which will not allow the system to evict any key if it was queried even just once
in the span of the sliding window. We will show their effects in the experimental
section.

Due to the eviction strategy, a set of cache nodes may eventually become lightly
loaded, which is an opportunity to scale our system down. The nodes’ indices can
be merged, and subsequently, the superfluous node instances can be discarded.

5.4 Keyword Querying

The Querying Layer in Auspice is responsible for decomposing a user’s query into
concepts within the ontology, as well as materializing the concepts with the user’s
given values. Keyword search, without saying, has become a mainstay for common
querying. Albeit that abundant effort has been put into supporting keyword searches
in general unstructured documents, e.g., the Web, the current technologies are quite
excessive in the context of our system. Auspice encompasses domain-specific infor-
mation, a quality generally missing from the Web. Auspice’s knowledge framework,
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including metadata and the ontology (discussed in the Semantics Layer), can be
employed here to better facilitate keyword queries. We believe that this is the first
keyword-search endeavor into automatic service composition and scientific work-
flow systems.

5.4.1 Keyword-Maximization Query Planning

To support keyword queries, we automatically compose all workflows relevant to the
most number of keywords in the user query, K . We currently support only AND-
style keyword queries. Auspice’s querying algorithm returns all workflow plans, w,
whose concept-derivation graph, ψ(w) (to be discussed later), contains the most
concepts from K , while under the constraints of the user’s query parameters, Q. To
exemplify the algorithms, we prescribe the ontology subset shown in Fig. 5.4 to our
discussion. Furthermore, we interweave the description of the algorithms with the
keyword query example:

‘‘wind coast line CTM image (41.48335,-82.687778)
8/20/2009’’

Here, we note that the given coordinates point to Sandusky, Ohio, a location where
we have abundant data sets.

The data and service metadata registration procedure, discussed previously, al-
lows the user to supply some keywords that describe their data set or the output
of the service. These supplied keywords are used to identify the concepts in which
the new resource derives, and if such a concept does not exist, the user is given an
option to create one in the ontology. As such, each concept c has an associated set
of keywords, Kc . For instance, the concept of elevation might associate Kelevation =

Fig. 5.4 An exemplifying ontology
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{“height”, “elevation”, “DEM”}. The WordNet database [20] was also employed to
expand Kc for the inclusion of each term’s synonyms.

Some terms, however, can only be matched by their patterns. For example,
“13:00” should be mapped to the concept time. Others require further processing.
A coordinate (x, y) is first parsed and assigned concepts independently, (i.e., x ←
longitude and y ← latitude). Because Auspice is currently implemented over the
geospatial domain, only a limited number of patterns are expected. Finally, the last
pattern involves value assignment. In our keyword system, values can be given di-
rectly to concepts using a keyword = value string. That is, the keyword query “water
level (x, y)” is equivalent to “water level latitude = y longitude = x”. Finally, each
query term is matched against this set of terms to identify their corresponding con-
cepts. Indeed, a keyword may correspond with more than one concept. However, to
be discussed next, using the concept-derivation of the keyword concepts, our algo-
rithm prunes all unlikely terms during the workflow planning phase.

Before we describe the workflow enumeration algorithm, WFEnum_key (shown
as Algorithm 2), we introduce the notion of concept derivation graphs (or ψ -
graphs) which is instrumental in WFEnum_key for pruning. ψ -graphs are obtained
as concept-derivation relationships, ψ(c) = (Vψ,Eψ), where c is a concept, from
the ontology. All vertices within ψ(c) denote only concepts, and its edges repre-
sent derivation paths. As an aside, ψ can also be applied on workflows, i.e., ψ(w)

extracts the concept-derivation paths from the services and data sets involved in w.

5.4.2 Planning Algorithm

WFEnum_key’s inputs include ct , which denotes the targeted concept. That is, all
generated workflows w must have a ψ -graph rooted in concept ct . Specifically, only
workflows w whose ψ(w) ⊆ ψ(ct ) will be considered for the result set. The next
input, Φ , is a set of required concepts, and every concept in Φ must be included
in the derivation graph of ct . A set of query parameters, Q, is also given to this
algorithm. These would include the coordinates and the date given by the user in our
example query. Q is used to identify the correct files and also as input into services
that require these particular concept values. Finally, the ontology, O , supplies the
algorithm with the derivation graph.

On Lines 2–8, the planning algorithm first considers all data-type derivation pos-
sibilities within the ontology for ct , e.g., (ct δ

c→ddt ). All data files are retrieved with
respect to data type dt and the parameters given in Q. Each returned file record, f , is
an independent file-based workflow deriving t . Next, the algorithm handles service-
based derivations. From the ontology O , all (ct δ

c→sst ) relations are retrieved. Then
for each service st that derives ct , its parameters must first be recursively planned.
Line 15 thus retrieves all concept derivation edges (st δ

s→ccst ) for each of its pa-
rameters. Opportunities for pruning are abundant here. For instance, if the required
set of concepts, Φ , is not included in the ψ -graphs of all st ’s parameters combined,
then st can be pruned because it does not meet the query’s requirements. For ex-
ample, on the bottom left corner of Fig. 5.4, we can imply that another service,
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Algorithm 2 WFEnum_key(ct , Φ , Q, O)
1: static W

2: for all concept-data derivation edges w.r.t. ct , (ct δ
c→ddt ) ∈ EO do

3: # data type dt derives ct ; build on dt

4: F ← σ<Q>(dt ) //select files w.r.t. Q

5: for all f ∈ F do
6: W ← W ∪ {f }
7: end for
8: end for
9: # any workflow enumerated must be reachable within Φ

10: for all concept-service derivation edges w.r.t. ct , (ct δ
c→sst ) ∈ EO do

11: # service st derives ct ; build on st
12: Wst ← ()

13: # remove target, ct , from requirement set (since we current see it)
14: Φ ← {Φ \ ct }
15: for all service-concept derivation edges w.r.t. st , (st δ

s→ccst ) ∈ EO do
16: # prune if elements in Φ do not exist in cst ’s derivation path, that is, the

union of all its parents’ ψ graphs
17: if (Φ ⊆ ⋃

ψ(cst )) then
18: W ′ ← WFEnum_key(cst , Φ ∩ ψ(cst ), Q, W , O)
19: if W ′ �= () then
20: Wst ← Wst × W ′
21: W ← W ∪ W ′
22: end if
23: end if
24: end for
25: # construct service invocation plan for each p ∈ Wst , and append to W

26: for all p ∈ Wst do
27: W ← W ∪ {(st ,p)}
28: end for
29: end for
30: return W

img2, also derives the image concept. Assuming that Φ = {shore}, because the ψ -
graphs pertaining to all of img2’s parameters does not account for the elements in
Φ , img2 can be immediately pruned here (Line 17). Otherwise, service st is deemed
promising, and its parameters’ concepts are used as targets to generate workflow
(sub)plans toward the total realization of st . Recalling the workflow’s recursive def-
inition from previously, this step is tantamount to deriving the nonterminal case
where (st , (w1, . . . ,wp)) ∈ S. Finally, whereas the complete plan for st is included
in the result set (Line 27), W , each (sub)plan is also included because they include
some subset of Φ , the required keyword concepts, and therefore could be somewhat
relevant to the user’s query (Line 21).
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Algorithm 3 KMQuery(K , O)
1: R ← () # R will hold the list of derived workflow results
2: QK ← O .mapParams(K)
3: CK ← O .mapConcepts(K \ QK )
4: # compute the power set, P (CK), of CK

5: for all ρ ∈ P (CK), in descending order of |ρ| do
6: # ρ = {c1, . . . , cn}, {c1, . . . , cn−1}, . . . , {c1}
7: # check for reachability within ρ, and find successor if true
8: reachable ← false
9: for all ci ∈ ρ ∧ ¬reachable do

10: if (ρ \ {ci}) ⊆ ψ(ci) then
11: croot ← ci

12: reachable ← true
13: end if
14: end for
15: if reachable then
16: # from ontology, enumerate all plans with croot as target
17: R ← R∪ WFEnum_key(croot, (ρ \ {croot}), QK , O)
18: # prune all subsumed elements from P (CK)

19: for all ρ′ ∈ P (CK) do
20: if ρ′ ⊆ ρ then
21: P (CK) ← P (CK) \ {ρ′}
22: end if
23: end for
24: end if
25: end for
26: return R

With the planning algorithm in place, the natural extension now is to determine
its input from a given list of keywords.

The query planning algorithm, shown in Algorithm 3, simply takes a set of key-
words, K , and the ontology, O , as input, and the resulting list of workflow plans, R,
is returned. First, the set of query parameters, QK , is identified using the concept
pattern mapper on each of the key terms. Because user-issued parameter values are
essentially data, they define a δc→d -type derivation on the concepts to which they
are mapped. Here, (longitudeδc→dx), (latitudeδc→dy), (dateδc→d8/20/2009), can
be identified as a result (Line 2). The remaining concepts from K are also deter-
mined, CK = {wind, shore, image, coastal-terrain-model} (note that “coast” had
been deduced to the concept shore and that “line” had been dropped since it did not
match any concepts in O).

Next (Lines 5–14), the algorithm attempts to plan workflows incorporating all
possible combinations of concepts within CK . The power set, P (CK) is computed
for CK , to contain the set of all subsets of CK . Then, for each subset-element
ρ ∈ P (CK), the algorithm attempts to find the root concept in the derivation graph
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produced by ρ. For example, when ρ = {shore, image, coastal-terrain-model}, the
root concept is image in Fig. 5.4. However, when ρ = {shore, coastal-terrain-
model}, then croot = shore. But since any workflows produced by the former sub-
sumes any produced by the latter ρ set of concepts, the latter can be pruned (thus
why we loop from descending order of |ρ| on Line 5). In order to perform the root-
concept test, for each concept element ci ∈ ρ, its ψ -graph ψ(ci) is first computed,
and if it consumes all other concepts in ρ, then ci is determined to be the root (recall
that ψ(ci) generates a concept-derivation DAG rooted in ci ).

Back to our example, although wind is a valid concept in O , it does not con-
tribute to the derivation of any of the relevant elements. Therefore, when ρ = {wind,
image, shore, coastal-terrain-model}, no plans will be produced because wind is
never reachable regardless of which concepts is considered root. The next ρ, how-
ever, produces {image, shore, coastal-terrain-model}. Here, ψ(image) incorporates
both shore and coastal-terrain-model, and thus, image is determined to be croot. The
inner loop on Line 9 can stop here, because the DAG properties of O does not permit
ψ(shore) or ψ(coastal-terrain-model) to include shore, and therefore neither can be
root for this particular ρ.

When a reachable ρ subset has been determined, the planning method,
WFEnum_key can be invoked (Lines 15–24). Using croot as the targeted with
ρ \ {croot} being the concepts required in the derivation paths toward croot,
WFEnum_key is employed to return all workflow plans. But as we saw in Al-
gorithm 1, WFEnum_key also returns any workflow (sub)plans that were used to
derive the target. That is, although image is the target here, the shore concept would
have to be first derived to substantiate it, and it would thus be included in R as a
separate plan. Due to this redundancy, after WFEnum_key has been invoked, Lines
18–23 prunes the redundant ρ’s from the power set. In our example, every subset
element will be pruned except when ρ = {wind}. Therefore, wind would become
rooted its workflows will likewise be planned separately.

5.4.3 Relevance Ranking

The resulting workflow plans should be ordered by their relevance. Relevance, how-
ever, is a somewhat loose term under our context. We define relevance as a function
of the number of keyword-concepts that appear in each workflow plan. We, for in-
stance, would expect that any workflow rooted in wind be less relevant to the user
than the plans which include significantly more keyword-concepts: shore, image,
etc. Given a workflow plan w and query K , we measure w’s relevance score, as
follows:

r(w,K) = |Vψ(w) ∩ C(K)|
|C(K)| + log(|C(K) \ Vψ(w)| + 1)

.

Recall that Vψ(w) denotes the set of concept vertices in w’s concept derivation
graph, ψ(w). Here, C(K) represents the set of concept nodes mapped from K .
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This equation corresponds to the ratio of the amount of concepts from C(K) that
w captures. The log term in the denominator signifies a slight fuzziness penalty for
each concept in w’s derivation graph that was not specified in K . The motivation for
this penalty is to reward “tighter” workflow plans are that more neatly represented
(and thus, more easily understandable and interpreted by the user). This metric is
inspired by traditional approaches for answering keyword queries over relational
databases [1, 43].

5.4.4 A Case Study

We present a case study of our keyword search functionality in this section. Our
system is run on an Ubuntu Linux machine with a Pentium 4 3.00 GHz Dual Core
with 1 GB of RAM. This work has been a cooperative effort with the Department
of Civil and Environmental Engineering and Geodetic Sciences here at the Ohio
State University. Our collaborators supplied us with various services that they had
developed to process certain types of geospatial data. A set of geospatial data was
also given to us. In all, the ontology used in this experiment consists of 29 concepts,
25 services, 5 data types. The 25 services and 2248 data files were registered to
the ontology based on their accompanying metadata, solely for the purposes of this
experiment. We note that, although the resource size is small, the given is sufficient
for evaluating the functionality of keyword search support. A set of queries, shown
in Table 5.1, are used to evaluate our system.

First, we present the search time of the six queries issued to the system. In this
experiment, we executed the search using two versions of our algorithm. Here, the
search time is the sum of the runtimes for KMQuery and WFEnum_key algorithms.
The first version consists of the a priori pruning logic, and the second version does
not prune until the very end. The results of this experiment are shown in Fig. 5.5,
and as we can see, a typical search executes on the order of several milliseconds,
albeit that the ontology size is quite small.

We can also see that the pruning version results in slightly faster search times in
almost all queries, with the exception of QueryID = 3. It was later verified that this
query does not benefit from pruning with the given services and data sets. In other

Table 5.1 Experimental queries

Query ID Description

1 “coast line CTM 7/8/2003 (41.48335,–82.687778)”

2 “bluff line DEM 7/8/2003 (41.48335,–82.687778)”

3 “(41.48335,–82.687778) 7/8/2003 wind CTM”

4 “waterlevel=174.7 cm water surface 7/8/2003 (41.48335,–82.687778)”

5 “waterlevel (41.48335,–82.687778) 13:00:00 3/3/2009”

6 “land surface change (41.48335,–82.687778) 7/8/2003 7/7/2004”
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Fig. 5.5 Search time

words, the pruning logic is an overhead for this case. Along the right y-axis, the
result set size is shown. Because the test data set is given by our collaborators, in
addition to the fact that our search algorithm is exhaustive, we can claim (and it was
later verified) that the recall is 100%. Recall by itself, however, is not sufficient to
measuring the effectiveness of the search.

To measure the precision of the result set, we again required the help of our col-
laborators. For each workflow plan w in the result set, the domain experts assigned
a score r ′(w,K) from 0 to 1. The precision for each plan is then measured relative
to the difference of this score to the relevance score r(w,K) assigned by our search
engine. For a result set R, its precision is thus computed,

prec(R,K) = 1

|R|
∑

w∈R

1 − (∣
∣r(w,K) − r ′(w,K)

∣
∣
)

The precision for our queries is plotted in Fig. 5.6. Most of the variance are intro-
duced due to the fact that our system underestimated the relevance of some plans.
Because Query 3 appeared to have performed the worst, we show its results in
Table 5.2. The third query contains five concepts after keyword-concept mapping:
wind, date, longitude, latitude, and coastal-terrain-model. The first five plans enu-
merated captures all five concepts plus “water surface,” which is superfluous to the
keyword query. Therefore, any plans generating a water surface will be slightly pe-
nalized. Note that, while the variance is relatively high when compared with the
user’s expectations, the scores do not affect the user’s expected overall ordering
of the results. Although, it certainly can be posited that other properties, such as
cost/quality of the workflow, can be factored into the relevance calculation.
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Fig. 5.6 Precision of search results

Table 5.2 QueryID 3 results set and precision

Workflow plan r r ′

GetWindVal(GetWaterSurface(getCTMLowRes(CTM42.dat))) 0.943 0.8

GetWindVal(GetWaterSurface(getCTMMedRes(CTM42.dat))) 0.943 0.8

GetWindVal(GetWaterSurface(getCTMHighRes(CTM42.dat))) 0.943 0.8

GetWindVal(GetWaterSurface(CreateFromUrlLowRes(CTM42.dat))) 0.943 0.8

GetWindVal(GetWaterSurface(CreateFromUrlHighRes(CTM42.dat))) 0.943 0.8

getCTMLowRes(CTM42.dat) 0.8 0.3

getCTMMedRes(CTM42.dat) 0.8 0.3

getCTMHighRes(CTM42.dat) 0.8 0.3

CreateFromUrlLowRes(CTM42.dat) 0.8 0.3

CreateFromUrlHighRes(CTM42.dat) 0.8 0.3

CTM42.dat 0.8 0.3

GetWaterSurface(getCTMLowRes(CTM42.dat)) 0.755 0.3

GetWaterSurface(getCTMMedRes(CTM42.dat)) 0.755 0.3

GetWaterSurface(getCTMHighRes(CTM42.dat)) 0.755 0.3

GetWaterSurface(CreateFromUrlLowRes(CTM42.dat)) 0.755 0.3

GetWaterSurface(CreateFromUrlHighRes(CTM42.dat)) 0.755 0.3

5.5 Experimental Results

In this section, we discuss the performance evaluation for two aspects we described
in Sect. 5.3, namely, (i) QoS handling and (ii) the benefits afforded by our caching
framework in an actual cloud environment, particularly in conjunction with elas-
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ticity available in cloud environments. For both experiments, we use the coast line
extraction query seen throughout this paper. We have evaluated these two features
as we believe they are unique to the Auspice system. Referring back to Fig. 5.3, the
coast line workflow is composed of two services: (1) extractShoreline, which inputs
a water level reading and a coastal terrain model (CTM) data file; (2) The parent
service to extractShoreline is getWaterLevel, which inputs the time and location of
interest from the user query. Whereas the water level service is negligible due to
parallelism, the actual coast line extraction service is time consuming, i.e., CTM
files are quite large.

5.5.1 QoS Handling

In this experiment, we allow the user to specify the amount accuracy they require
and report Auspice’s efforts on meeting them. The execution time of this workflow
can be shortened by sampling the CTM input file. However, as we illustrated in
Sect. 5.3.1, the sampling rate of CTMs can take quite a departure from the domain-
specific accuracies that the users specify. A model may predict actual errors (in
meters) of the extractShoreline service operation on varying CTM sampling rates,
but as for planning, Auspice must inversely determine the sampling rate on the in-
put CTM from this model. Table 5.3 shows Auspice’s efforts toward making these
decisions on a particular CTM file.

The left half of the table shows the correct correspondences between the sam-
pling rate of the CTM (α%) and the physical errors predicted to have been induced
by the loss in resolution. The right half of the table shows Auspice’s suggested α

and the corresponding errors. Seen in the tables’ juxtaposition, Auspice’s automatic
suggestions for α come very close to the ideal values and contribute insignificantly
to the differences in physical errors. Although not shown here, the time taken for

Table 5.3 Auspice suggested
sampling rates Ideal Suggested

α% Error (meters) α% Error (meters)

10 61.1441 10.00 61.1441

20 30.7205 19.93 30.7204

30 20.4803 29.91 20.4798

40 15.3603 39.89 15.3599

50 12.2882 49.87 12.2892

60 10.2402 59.98 10.2392

70 8.7773 69.88 8.7769

80 7.6801 79.90 7.6803

90 6.8268 89.94 6.8266

100 6.1441 100 6.1441
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Fig. 5.7 QoS handling in coast line extraction

suggesting α is on the order of 10−6 seconds. Figure 5.7 displays the total execution
times of the coast line extraction workflow on the user given accuracies (along the
x-axis).

5.5.2 Caching in a Cloud Environment

We employ the Amazon Elastic Compute Cloud (EC2) [3] to support all of our
experiments. Each Cloud node instance runs an Ubuntu Linux image on which our
cache server logic is installed. Each image runs on a Small EC2 Instance, which,
according to Amazon, comprises 1.7 GB of memory, 1 virtual core (equivalent to a
1.0–1.2 GHz 2007 Opteron or 2007 Xeon processor) on a 32-bit platform. In all of
our experiments, the caches are initially cold.

We executed repeated runs of the shoreline extraction query. The baseline execu-
tion time of the composite services, i.e., when executed without any caching, takes
approximately ∼23 seconds to complete. Because waiting for each request to com-
plete over the lifetime of the experiment would take prohibitive amounts of time,
we simulated its execution. The inputs to each shoreline extraction query consist the
desired location and date. We have randomized these inputs over 64K possibilities
for each request. The randomized query requests emulates the worst-case scenario.

The initial experiment evaluates the effects of the cache without node contrac-
tion. In other words, the length of our eviction sliding window is ∞. Under this
configuration, our cache is able to grow as large as it needs to handle the size of
the cache. We run our cache system over static, fixed-node configurations (static-2,
static-4, static-8). We then compare these static versions against our dynamic algo-
rithm, Greedy Bucket Allocation (GBA), which runs over the EC2 public Cloud.
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Fig. 5.8 Miss rate

We executed the shoreline mashup at a rate of 50 query requests per second
and 255 query requests per second. Figures 5.8a and b display the miss rates over
the span of 800 seconds under these two configurations. Notice that the miss rates
(against the left y-axis) for static-2, static-4, and static-8 converge at relatively high
values somewhat early into the experiment due to capacity being reached, although
this behavior is exposed for static-8 only in Fig. 5.8b. Because we are executing
GBA with an infinite eviction window, we do not encounter this capacity issue. In
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fact, our method continues to improve miss rates beyond the static versions, albeit
requiring more nodes to handle the queries. Toward the end of the run, GBA is
capable of attaining near-zero miss rates.

The node allocation behavior (against the right y-axis) shows that, over the lifes-
pan of this experiment, GBA only employs a fraction of the nodes needed to perform
better than static-8. In fact, an average of �5.557� = 6 nodes is used over the query
rate = 50 experiment and an average of �12.6� = 13 nodes in the query rate = 255
version. This translates to less overall EC2 usage cost per performance over static
allocations. The growth of nodes is also not unexpected, though, at first glance it
appears to be exponential. Node increases are concentrated toward the beginning of
execution because the overall capacity is too small to handle the query rate.

Figures 5.9a and b, which show the respective mean query execution times, cor-
respond directly to the above miss rates. To create these figures, for each second
elapsed in our execution, we averaged the query execution times (over 50 and 255
respectively) and plotted them (against the left y-axis). The speedup provided by the
static versions expectedly flatten somewhat quickly, again, due to the nodes reach-
ing capacity. GBA, on the other hand, performed better, but requiring far less nodes
throughout the length of the experiment.

To show node allocation and migration overhead, in Figs. 5.10a and b, the maxi-
mum query execution time (GBA-max) is displayed for GBA. The spikes in the exe-
cution time expectedly align with EC2 instance allocation which, in our experience,
can take extensive amounts of time. We posit that the demand for node allocation di-
minishes as the experiment proceeds even with high querying rates. But while node
allocation overheads are high, its negative impact on overall speedup is amortized
over the span of the experiment because it is only seldom invoked. Moreover, tech-
niques, such as preloading EC2 instances, can also be used to further minimize this
overhead although these have not been considered in this paper.

Next, we evaluated the sliding window approach of maintaining our cache. Two
separate experiments were devised to show the effectiveness of the sliding window
and to show that our cache is capable of scaling down. Again, we randomize the
query inputs over 64K possibilities. We begin these experiments with a querying
rate of 25/s. Then between 100 and 300 seconds, the querying rate is increased to
60/s, and input possibilities are decreased down to 32K. This emulates a period of
frequent and highly related queries being issued. After 300 seconds into the experi-
ment, the querying rate resumes back to 25/s with 64K possible inputs.

Figures 5.11a and b show the results of this experiment for sliding window sizes
of 50 sec and 100 sec respectively. Specifically, the cache will attempt to main-
tain, with high probability, all records that were queried in the most recent 50 and
100 seconds. The decay α has been fixed at 0.99 for these experiments. The eviction
threshold Tλ is set at the baseline αm−1 ≈ 0.367 to evict any key which had been
only queried within the evicted slice.

As demonstrated by these experiments, our cache adapts to the query intensive
period by lowering mean query execution times. We can also observe that, after the
query intensive period expires at 300 seconds, the sliding window detects the normal
querying rates and removes nodes as they become superfluous (though this is only
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Fig. 5.9 Mean query times

noticeable in Fig. 5.11b. Here, the nodes do not decrease back down to one because
our contraction algorithm is slightly conservative: Recall that we only contract if
two of the lowest loaded nodes account for less than half the space required to store
their merged cache.

The differences between the two side-by-side figures also imply that the size of
the sliding window is a determinant factor on both performance and cost. Since the
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Fig. 5.10 Max query times for GBA

querying rate and sliding window are so small, this version never requires more than
one node, and it requires less nodes than its counterpart in Fig. 5.11b. However, the
tradeoff is clear in that it cannot reap the benefits of the larger cache afforded by the
longer sliding window. The same experiments were conducted for higher querying
rates to produce Figs. 5.12a and b. We increased the normal querying rate to 50/s
and intensive querying rate to 255/s. As seen in the figures, the same cache elasticity



116 D. Chiu and G. Agrawal

Fig. 5.11 Cache contraction (Normal Query Rate = 25/s, Intensive Rate = 60/s)

behavior can be expected upon these very high rates of querying, showing us some
positive results on scalability. In fact, in terms of performance our system welcomes
higher querying rates, as it populates our cache more frequently within the sliding
window.
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Fig. 5.12 Cache contraction (Normal Query Rate = 50/s, Intensive Rate = 255/s)

5.6 Related Works

Among the first systems to utilize workflows to manage scientific processes is
ZOO [32], which employs an object-oriented language to model the invocation of
processes and the relationships between them. Another notable system, Condor [37],
was originally proposed to harvest the potential of idle CPU cycles. Soon after, de-
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pendent processes (in the form of directed acyclic graphs) were being scheduled on
Condor systems using DAGMan [17]. Recently, with the onset of the Data Grid,
Condor has been integrated with the Globus Tookit [24] into Condor-G [25]. Pega-
sus [19] creates workflow plans in the form of Condor DAGMan files, which then
uses the DAGMan scheduler for execution.

Many systems currently allow users to guide workflow designs. In Casati et
al.’s eFlow [10], a workflow’s structure is defined by users, but the instantiation
of services within the process is dynamically allocated by the eFlow engine. Sirin
et al. proposed a user interactive composer that provides semi-automatic composi-
tion [42]. In their system, after each time that a particular service is selected for
use in the composition, the user is presented a filtered list of possible choices for
the next step. This filtering process is made possible by associating semantic data
with each service. To complement the growing need for interoperability and acces-
sibility, many prominent workflow managers, including Pegasus [19], Taverna [40],
Kepler [2] (the service-enabled successor to the actor and component-based Ptolemy
II [9]), and Triana [38] have become attuned with service-oriented systems.

Workflow systems with QoS support have also been developed. For example,
Askalon offers system-level QoS, e.g., throughput and transfer rates [7, 8]. Glatard’s
service scheduler exploits parallelism within service and data components [31]. Lera
et al. have developed a performance ontology for dynamic QoS assessment [36]. Ku-
mar et al. [35] have developed a framework for application-level QoS support. Their
system, which integrates well-known Grid utilities (the Condor scheduler [25], Pe-
gasus [19], and DataCutter [6], a tool which enables pipelined execution of data
streams) considers quality-preserving (e.g., chunk size manipulation, which does
not adversely affect accuracy of workflow derivations) and quality-trading QoS pa-
rameters (e.g., resolution, which could affect one QoS in order to optimize another).
In quality-preserving support, the framework allows for parameters, such as chunk-
size, to be issued. These types of parameters have the ability to modify a workflow’s
parallelism and granularity, which potentially reduces execution times without per-
formance tradeoffs. For quality-trading QoS support, an extension to the Condor
scheduler implements the tradeoff between derived data accuracy for improved ex-
ecution time. We believe that Auspice is the first to propose algorithms reconciling
the tradeoffs between data reduction parameters against actual domain errors within
the scientific application.

5.7 Conclusion

At the Ohio State University, we have developed Auspice, an automatic service
composition engine that supports several functionalities, outlined below.

• Enables a nonintrusive framework for sharing scientific data sets and Web ser-
vices through metadata indexing.

• Composes known services and data sets in disparate ways to derive user queries.
• Through error models, it adaptively controls tradeoffs between execution time

and application error to meet QoS constraints.
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• Caches intermediate results for trivializing future service invocations.

We are currently exploring several directions to further our system’s functionali-
ties. We will finalize the keyword search process and also, inspect methods toward
the seamless integration of Deep Web data sources. We also believe that the emer-
gence of the Cloud affords us excellent opportunities to develop fruitful research.
On this front we propose to examine the effects of parallelism in a Cloud versus
static systems, such as a cluster. It is well known that one way to reduce execution
time is by parallelizing large, independent computations within scientific workflow
systems [35]. While it is tempting to maximize the usage of the Cloud’s “infinite
resources,” overheads, such as deploying virtual machine images onto new nodes,
exist. For disparate applications and data sets, there will certainly be cases where the
Cloud’s overheads are amortized against the execution time speed ups. Conversely,
there will also be applications where the Cloud’s overheads override the benefits
for its use. We believe that a study on workloads, parallelism granularity, and cost
would be beneficial toward understanding the tradeoffs between Cloud usage and
other preexisting infrastructures.
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Chapter 6
Parameter Sweep Job Submission to Clouds

P. Kacsuk, A. Marosi, M. Kozlovszky, S. Ács,
and Z. Farkas

Abstract This chapter introduces the existing connectivity and interoperability is-
sues of Clouds, Grids, and Clusters and provides solutions to overcome these issues.
The paper explains the principles of parameter sweep job execution by P-GRADE
portal and gives some details on the concept of parameter sweep job submission
to various Grids by the 3G Bridge. Then it proposes several possible solution vari-
ants how to extend the parameter sweep job submission mechanism of P-GRADE
and 3G Bridge toward Cloud systems. Finally, it shows the results of performance
measurements that were gained for the proposed solution variants.

6.1 Introduction

The e-Science infrastructure ecosystem has been recently enriched with Clouds,
and, as the result, the main pillars of this ecosystem are:

• Supercomputer-based grids (e.g., DEISA, TeraGrid, etc.)
• Cluster-based Grids (e.g., EGEE, NorduGrid, OSG, SEE-GRID, etc.)
• Desktop Grids (e.g., BOINC-based, XtremWeb-based, etc.)
• Clouds (e.g., Eucalyptus, OpenNebula, Amazon, etc.)

All pillars have their own advantages that make them attractive for a certain ap-
plication area. Supercomputers are very reliable, robust services that can be used
to solve tightly coupled compute- or data-intensive applications. Their drawback is
the high investment and maintenance cost that is affordable only for a small num-
ber of distinguished computing centers that typically receive financial support from
national or regional governments. Organizing them into a Grid system where large
number of scientists can access them in a balanced and managed way significantly
increases their utilization.
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Cluster-based service Grids are less expensive than Supercomputer-based grids.
They are very flexible in the sense that they can efficiently run any kind of appli-
cations including tightly and loosely coupled, compute- and data-intensive applica-
tions. These are the most popular forms of building Grid systems. Nowadays Grid
computing is used in many research domains to provide the required large set of
computing and storage resources for e-scientists. Europe’s leading Grid computing
project Enabling Grids for E-sciencE (EGEE) is a good example, providing a com-
puting support infrastructure for over 13,000 researchers world-wide, from fields as
diverse as high-energy physics, chemistry, engineering, earth and life sciences.

Desktop Grids represent the least expensive form of collecting resources. The
two main options are the global volunteer computing systems and the institutional
Desktop Grid (DG) systems. In the global version the spare cycles of typically home
computers are donated on a volunteer basis. In DG systems, anyone can bring re-
sources into the grid system, offering them for the common goal of that Grid. Instal-
lation and maintenance of the grid resource middleware is extremely simple, requir-
ing no special expertise. This ease of use enables large numbers of donors to con-
tribute into the pool of shared resources. In the institutional DG systems the spare
cycles of the existing computers of an (academic or commercial) institution are ex-
ploited. Since it uses the free cycles of already available computers, it needs only
minimal initial investment and maintenance cost. Volunteer DG systems are very
popular and collect very large number of resources in the range of 10K–1M CPUs.
The most well-known example of an application that has successfully adapted to
DGs is the SETI@HOME project, in which approximately four million PCs have
been involved. However, the drawback of Desktop Grids is that they are not suitable
for all kind of applications. They can efficiently support only bag of task (parame-
ter sweep and master/worker) compute-intensive applications, however they cannot
meet strict QoS and SLA requirements.

The recently emerged Cloud systems can be used when strict QoS and SLA re-
quirements are applied. In many cases resource requirements are higher than the
available Grid infrastructure resources can provide. It is very common that re-
searchers need shorter response time and reliable infrastructure with strict SLAs.
Cloud-based infrastructure can fulfill such requirements in many cases; however,
the porting costs of complex research application is hard to finance.

Unfortunately, in many cases these pillars are separated from each other and
cannot be used simultaneously by the same e-scientist to solve a large-scale sin-
gle application. Partial results of interconnecting these systems have been achieved
in the past. Cluster- and supercomputer-based grids can be referred to as Service
Grids (SG) since they provide managed cluster and supercomputer resources as
7/24 services. The OGF PGI (Production Grid Infrastructure) working group has put
significant effort to solve the interoperability problem of production service grids,
and yet even the interoperation of various cluster-based and supercomputer-based
grids is not fully solved. The recently formed EMI (European Middleware Initia-
tive) project aims at integrating the three major European grid middleware systems
(ARC, gLite, Unicore) into a unified middleware distribution (UMD). If we could
provide seamless interoperability and easy application migration between Grid and
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Cloud infrastructure, we can enable the migration of existing scientific applications
from Grids towards Clouds, and we can support the better requirements matching
between applications and infrastructures. The commercial Cloud infrastructure can
support large-scale resource requirements in a reliable way. Solving the interoper-
ability issues between Grids and Clouds, Grid researchers can use in a dynamic way
additional Cloud resources if they have exhausted their available Grid resources.

BOINC-based and XtremWeb-based DG systems have been successfully inte-
grated with gLite-based service grids within the EDGeS project [1] at two levels. At
the middleware level a bridge technology was developed called as 3G Bridge that
enables a seamless extension of gLite-based SGs with DGs, and vice versa gLite-
based SGs can support DG systems in a seamless way. At the application level the
Grid execution back-end of P-GRADE grid portal was extended with the capability
of submitting predefined applications not only into service grids but also to Desktop
Grids.

The usage scenario investigated in EDGeS was as follows. Using the P-GRADE
grid portal, a user has prepared a large workflow application where some of the
workflow nodes require parameter sweep execution with many different parameter
sets. In such case the user can direct the execution of such node to a DG system that
already supports the application represented by this workflow node. Other nodes of
the workflow can be directed to local resources or SG resources as defined by the
user. In this way the user can direct different parts of the workflows to the cheapest
available Grid resources.

The objective of the research reported in this chapter is to investigate how the
application level approach of the EDGeS project can be extended for clouds, i.e.,
how to direct the execution of the parameter sweep workflow nodes of a P-GRADE
workflow not only to DG systems but also to Clouds especially when SLA require-
ments are more strict than a DG system can satisfy.

The chapter is divided into six sections. After this short introduction, Sect. 6.2
explains the principles of parameter sweep job execution by P-GRADE portal. The
next section gives some details on the concept of parameter sweep job submission
to various Grids by the 3G Bridge. Section 6.4 introduces several possible solution
variants for parameter sweep job submission to Cloud systems. Section 6.5 shows
the results of performance measurements. Finally, Sect. 6.6 details some related
research results.

6.2 Principles of Parameter Sweep Job Submission
by P-GRADE Portal

In the academic world science gateways gain more and more popularity especially
for developing and running large-scale applications. In Europe one of the most pop-
ular generic purpose science gateway is the P-GRADE portal. The basic concepts of
the P-GRADE Portal based science gateway solution were mainly developed during
the grid era. Therefore P-GRADE portal is used by many national grids (UK NGS,



126 P. Kacsuk et al.

Grid Ireland, Belgium Grid, SwissGrid, Turkish Grid, Hungarian Grid, Croatian
Grid), by several regional grids (South-East European Grid, Baltic Grid, UK White
Rose Grid), and by several science specific virtual organizations (Chemistry Grid,
Economy Grid, Math Grid, etc.). In recent years P-GRADE portal became popular
even outside Europe: in Grid Malaysia established by MIMOS Berhad, Grid Kaza-
khstan, and Armenian Grid. In total thousands of computers located in more than
45 countries can be accessed via the P-GRADE portal solution.

P-GRADE portal (Parallel Grid Run-time and Application Development Envi-
ronment) [2, 3] is an open-source tool set consisting of a service-rich, workflow-
oriented graphical front-end and a back-end enabling execution in various types of
Cluster/Grid/Cloud systems. It supports workflows composed of sequential jobs,
parallel jobs, and application services. P-GRADE portal hides the complexity of in-
frastructure middleware through its high-level graphical web interface, and it can be
used to develop, execute, and monitor workflow applications on SG systems (built
with Globus, EGEE (LCG or gLite), ARC), on Clusters (using PBS, LSF), and on
DG system (using BOINC and XtremWeb middleware). P-GRADE portal instal-
lations typically provide the user with access to several middleware technologies,
using a single login.

The main features of P-GRADE Portal are:

• Seamless interoperability with the widest range of technologies and Clus-
ter/SG/DG middleware (Globus Toolkit 2, Globus Toolkit 4, LCG, gLite, ARC,
BOINC, PBS, LSF, BOINC, XtremWeb) among the available portal/gateway so-
lutions.

• Multigrid access mechanism to simultaneously utilize multiple grid implementa-
tions [2].

• Fully compliant with all the security features used in Grids (X.509 certificates,
proxy credentials, etc.) and support of other authentication solutions (e.g., Sibbo-
leth).

• Support of workflow-based application design with built-in graphical editor
• Monitoring, accounting and visualization, quota management facilities of infras-

tructure.
• Legacy application publish and reuse capabilities by the GEMLCA mechanism.
• Large international developer community, world-wide usage with a high number

of distributed large-scale, parallel, scientific applications.

The P-GRADE portal applies a DAG (directed acyclic graph) based workflow
concept (shown in Fig. 6.1). In a generic workflow, nodes (shown in Fig. 6.1 as
large squares) represent jobs, which are basically batch programs to be executed on
a computing element. Ports (shown here as small squares around the large ones)
represent input/output files the jobs receiving or producing. Arcs between ports rep-
resent file transfer operations. The basic semantics of the DAG-based workflow is
that a job can be executed if and only if all of its input files are available. This seman-
tics is enforced by the Condor DAGMan workflow manager that is used internally
in P-GRADE portal.

In our experience, user communities have shown substantial interest in being able
to run programs parallel with different input files. P-GRADE portal supports this
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Fig. 6.1 Example workflow in P-GRADE Portal

kind of parallelization called Parameter Sweep, or Parameter Study at a high level.
The original “job” idea has been extended by two special jobs called Generator
and Collector to facilitate the development of parameter sweep (PS) type workflows
in P-GRADE portal. The Generator job is used to generate the input files for all
parallel jobs automatically (called Automatic Parameter Input Generator) or by a
user-uploaded application (called Normal Generator). The Collector will run after
all parallel executions are completed and then collects all parallel outputs [4]. All
jobs connected to a Generator will run in as many instances as many input files are
generated by the Generator (shown in Fig. 6.2).

6.3 Principles of Parameter Sweep Job Submission to Various
Grids by 3G Bridge

Originally, P-GRADE portal supported parameter sweep job submission to Globus-
and gLite-based Service Grids. However, for compute-intensive parameter sweep
jobs, Desktop Grids are more ideal than SGs since they are less expensive. Directing
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Fig. 6.2 Parameter sweep solution in P-GRADE Portal with Generator and Collector

these kinds of parameter sweep jobs into DGs will enable one to use the expensive
service Grid resources for other type of applications that are not supported by DGs.

In order to direct parameter sweep jobs to Desktop Grids, the 3G Bridge service
developed in the EDGeS project has been interfaced with P-GRADE portal. The
internal architecture of the 3G Bridge can be seen in Fig. 6.3, where the following
components can be identified:

• WSSubmitter provides a web service interface in order to access the 3G Bridge
services as a usual web service.

• HTTPD enables to download files from the 3G Bridge machine.
• Job Database is used for storing the jobs to be executed in the target grids.
• Queue Manager is responsible for handling the jobs in the database by using a

very simple scheduler for calling the specific plug-ins.
• Grid Handler Interface provides a generic interface above the grid plug-ins.
• Plug-ins responsible for submitting the jobs into different destination infrastruc-

tures.
• Download Manager is an internal component of the 3G Bridge that downloads

job input files from 3G Bridge clients.

Whenever a new destination infrastructure is to be connected to P-GRADE por-
tal, the corresponding plug-in should be written and attached to the Grid Handler
Interface. In the EDGeS project the gLite, XtremWeb, BES, and BOINC plug-ins
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Fig. 6.3 Interfacing P-GRADE portal and 3G Bridge

have been developed. With these plug-ins, the user can submit PS jobs to gLite,
XtremWeb, ARC and UNICORE, or BOINC Grids.

Once a job should be submitted using the 3G Bridge, P-GRADE Portal runtime
makes use of the WSClient application, the client of WSSubmitter. Using this tool,
P-GRADE portal can send jobs to the target 3G Bridge service and plug-in. The
jobs’ input files are sent along with the job submission request, so in this scenario
the Download Manager has no real task. Once a job has been submitted, P-GRADE
portal periodically updates the job’s status using the WSClient application. Finally,
if the job has finished, P-GRADE portal fetches the output files from the 3G Bridge
service machine using the HTTPD server.

DC-API [5] is used to implement both the BOINC and Condor plug-ins [6].
It provides a simple uniform API for writing master–worker-type applications for
different Grids (currently BOINC, Condor, and the Hungarian Cluster Grid are sup-
ported). This means that applications using DC-API do not need modifications when
moving from one supported platform to another, just relinking with the appropriate
DC-API backend library. The Condor and BOINC 3G Bridge plug-ins are basically
instances of the same “DC-API-Single” plug-in, but linked with a different DC-API
backend library. This also means that the plug-ins are interchangeable; instead of a
Condor plug-in, a BOINC one could be used (with some restrictions).

6.4 Variants of Creating 3G Bridge Cloud Plug-Ins

In order to submit PS jobs not only to grids but also to Clouds, the possible variants
of creating a Cloud plug-in for 3G Bridge should be investigated. Once the Cloud
plug-in is available, the portal user can submit PS jobs not only to SGs and DGs but
also to Clouds. The Cloud plug-in has to solve three problems to submit and manage
PS jobs in Cloud resources:
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• Cloud resource management: takes care of allocating Cloud resource for PS jobs
when they arrive and removing the Cloud resources when no PS jobs are available
for Cloud execution.

• Job submission: Submits PS jobs waiting in the 3G Bridge Job Database to the
allocated Cloud resources.

• Job scheduling on Cloud resources: Decides which allocated Cloud resources to
be used by the individual PS jobs.

6.4.1 The Naive Solution

A naive solution would be that for each incoming PS job, the 3G Bridge plug-in
allocates a new Cloud resource and submits the job to this cloud resource. Once
the execution of the job on the Cloud resource is finished, the 3G Bridge plug-
in removes the cloud resource. This is obviously a very nonoptimal solution that
assumes that the number of available Cloud resources is unlimited as well as the
budget the user can spend on them. In a realistic scenario the user can afford only
a certain number of resources, and once those resources are loaded with jobs, some
intelligent job scheduling decision is needed to which already loaded resource to
submit the newly arriving PS job. Therefore, more sophisticated solutions have to
be investigated where the number of usable Cloud resources has an upper limit. We
have considered three basic solution variants:

• Variant 1: Independent Cloud resources with local job managers.
• Variant 2: Communicating Cloud resources with centralized job manager.
• Variant 3: Independent Cloud resources with centralized job managers.

In all three variants we need a job manager that can realize job scheduling on
the finite set of resources. Any available job manager system can be considered for
this purpose. We selected Condor since it is widely used in the academic commu-
nity.

6.4.2 Independent Cloud Resources with Local Job Managers

The concept of the first variant is shown in Fig. 6.4. The main idea is that on each
Cloud resource the 3G Bridge Cloud plug-in deploys a VM image containing a
Condor job manager and a Condor worker. The Condor job manager takes care of
scheduling the jobs submitted to this resource while the worker will execute them.
Due to the Condor job manager, many jobs can be sent to the same Cloud resource.
In the 3G Bridge Cloud plug-in, various scheduling algorithms can be applied to se-
lect the most optimal Cloud resource. For example, a simple algorithm that realizes
both scheduling and Cloud resource management can be the following, where the
decision is based on the number of jobs allocated for the Cloud resources:
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Start and submit:
1: if m = 0 ∧ k < n then
2: instanceid ← start_instance()
3: else
4: instanceid ← find_min(j0..jk−1)

5: end if
6: submit_job(instanceid, jobid)

Stop:
1: for i ← 0 to k − 1 do
2: if ti < timestamp("-20 minutes")∧ji = 0 then
3: stop_instance(i)
4: end if
5: end for

Legend:
m: number of free instances
k: total number of running instances
n: maximum number of instances
jx : number of jobs queued on instance x

tx : timestamp of last execution on instance x

According to this algorithm, the 3G Bridge Cloud plug-in is going to start a new
instance if there is no free instance and the number of running instances is less than
the upper limit of the usable instances, and in this case the job will be submitted
to this new instance. Otherwise the new job will be submitted to that instance that
has the minimum number of assigned jobs. Notice that this algorithm assumes that
the execution times of the PS jobs are approximately equal. It is true for many
PS applications, but not always. If this assumption does not hold, the load of the
different Cloud resources could significantly vary, and there is no remedy for such
problems in this architecture.

The Cloud resource management part of the algorithm will stop an instance if its
job queue is empty and there was no activity in the last 20 minutes. This 20 minute
buffer time is used to avoid the frequent and useless stopping/restarting activities
when the time between the incoming jobs is in the range of several minutes.

The 3G Bridge Cloud plug-in is responsible to allocate the required number of
Condor job manager/worker instances in the cloud and submit the PS jobs to the
Condor job managers of the instances. The decision to which Condor instance a
certain PS job should be sent is also taken by the 3G Bridge Cloud plug-in. It means
that all the three functions (cloud resource management, job submission, and job
scheduling) should be performed by the 3G Bridge Cloud plug-in. Integrating these
three functions into one monolithic plug-in is not a desirable solution since it means
that every time a new type of Cloud is to be connected to 3G Bridge, a new complex
plug-in with all these functionalities should be developed. A better approach would
be to develop an independent simple plug-in for all these three functionalities.
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Fig. 6.4 Variant 1: independent cloud resources with local job managers

As a summary, one can say that the advantages of this variant are as follows:

• Still simple to implement compared to naive solution.
• Uses reliable method for task submission (e.g. Condor WS API).
• The number of used Cloud resources is controllable.

However, there are several serious drawbacks as well:

• A single plug-in manages both the resource allocation and job submission and
scheduling that requires major redesign whenever new Clouds (e.g. OpenNebula,
Eucalyptus, etc.) or new job managers (PBS, LSF, etc.) are to be used.

• Special prepared VM image is required.
• Since every VM image contains a Job Manager, it raises some overhead. For

example, in case of Condor it is around 200 Mb, which has extra cost both in the
storage area and in the communication time when the image is moved from the
storage to the resources.

• Nodes are separated from each other, and hence there is no way to reschedule
jobs from a node to another. As a consequence, some nodes might become over-
committed while others are empty.

6.4.3 Communicating Cloud Resources with Centralized Job
Manager

The architecture and concept of the second variant are shown in Fig. 6.5. The main
difference compared with the first variant is that the Condor job manager is placed
in a separate image. The other VM images contain only the Condor worker, and the
Cloud resources where they are deployed should be able to communicate with the
Cloud resource of the Condor job manager.
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The 3G Bridge Cloud plug-in becomes significantly simpler since there is no
need to schedule the incoming PS jobs among the Condor worker cloud resources.
This scheduling will be done by the Condor job manager. The plug-in needs only
to start/stop instances for the job manager and submit the jobs to the Condor job
manager. The resource management algorithm of the 3G Bridge Cloud plug-in is as
follows:

Start and submit:
1: if tj/k > q ∧ k < n then
2: start_worker()
3: end if
4: submit_job_to_frontend(jobid)

Stop:
1: for i ← 0 to k − 1 do
2: if tj/(k − 1) < q ∧ ti < timestamp("-20 minutes") then
3: stop_worker(i)
4: end if
5: end for

Legend:
m: number of free instances
k: total number of running instances
n: maximum number of instances
t : timestamp of last job submission
tj : total number of jobs in the Cloud
q: preferred maximum job number per worker

According to this algorithm, the 3G Bridge cloud plug-in will deploy a new in-
stance only if the average job number per worker surpasses the preferred maximum
job number per worker and the number of running instances is less than the per-

Fig. 6.5 Variant 2:
communicating cloud
resources with centralized job
manager
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mitted maximum number of instances. A worker Cloud resource will be stopped if
there was no job submission in the last 20 minutes and the average job number per
worker is less than the preferred maximum job number per worker. A worker will
be selected based on its “shutdown time window.” This can mean different things:
Commercial Cloud providers (e.g., Amazon EC2) may charge for instance hours,
rounded up, and thus an instance will be charged for an hour regardless if it was
running for 15 or 59 minutes. In this case the shutdown time window could be open
in the 54–58th minutes of every hour in the lifetime of an instance, and the plug-in
is allowed to shutdown the instance during this time window only.

The advantage of this architecture is that the job manager balances tasks be-
tween the Cloud resources. As a result, no resource gets overcommitted while oth-
ers starve. Further advantage is that parallel (MPI, PVM, Map-Reduce, Hadoop)
applications can also be executed in this architecture. However, there are several
serious drawbacks as well. Two specially prepared VM images are required: one
for the workers and one for the Frontend. This solution can be used only in such a
Cloud where communication among the Cloud resources is manageable. This archi-
tecture also applies a single plug-in although it has to implement only the resource
management and job submission functions.

6.4.4 Independent Cloud Resources with Centralized Job
Managers

The architecture and concept of the third variant are shown in Fig. 6.6. It can be seen
that the three functions (resource management, job submission, and job scheduling)
of the 3G Bridge cloud plug-in are separated as independent functional units. Even
more, the resource management function is realized by two separate components:
Cloud Plug-in and Cloud Resource Manager. The latter collects information from
the 3G Bridge Condor job queue (Queue 1 in Fig. 6.6) about the number of waiting
Condor jobs and from the cloud job queue (in our current implementation, Amazon
EC2 or Eucalyptus) about the available Condor worker instances. If the number of
worker instances has not reached yet their upper limit and there are waiting Condor
jobs in the 3G Bridge Condor job queue, the Cloud Resource Manager sends jobs
into the Cloud Plug-in queue (Queue 2 in Fig. 6.6). For every such job, the Cloud
Plug-in will deploy a new worker instance in the cloud, and the instances will be
kept running as long as the jobs in Queue 2 of the 3G Bridge are in running state.
Once an instance is deployed, it will connect to the Condor Submitter/Master unit
in order to get a Condor job to execute and will act as an ordinary Condor worker in
a Condor pool. The instances are supplied with the address of the Condor Master at
startup time, meaning that different instances may connect to different masters and
thus to different pools. If there is no waiting Condor job in the 3G Bridge Condor
job queue and a certain time has already spent without new arriving Condor job
activity, the Cloud Resource Manager cancels some running jobs in the Cloud Plug-
in queue, and thus the Cloud instances belonging to those jobs will be terminated
by the Cloud plug-in.
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Fig. 6.6 Variant 3: independent cloud resources with centralized job manager(s)

PS-jobs arriving at 3G Bridge are submitted to the Condor Submitter/Master unit
by the regular DC-API Condor Plug-in. It is the task of the Condor Submitter/Master
unit to distribute the Condor jobs among the worker instances running on the cloud
resources. Notice that this part of the architecture is exactly the same that is used in
any 3G Bridge–Condor interconnection. This is exactly the advantage of this archi-
tecture concept that the implementation of the job submission and job scheduling
functions does not require any new development.

The architecture of Fig. 6.6 is also very flexible. If someone would like to replace
Condor with another job manager, for example, PBS, then it is only the DC-API
Condor Plug-in that should be replaced with a PBS Plug-in. The Cloud Plug-in and
the Cloud Resource manager still can be used without any modification. Similarly, if
someone would like to change Amazon EC2/Eucalyptus for another type of cloud,
for example, OpenNebula, then only the cloud interface calls of the Cloud Plug-in
should be changed.

If someone would like to use several Clouds simultaneously, the architecture is
easily expandable to support it. In this case, an additional cloud Queue and Cloud
Plug-in should be added to the architecture, and the Cloud Resource Manager should
be extended with information collection capability from the new cloud, too.
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6.5 Performance Measurements

From the three variants we choose to implement the last one (Variant 3) since it
provides simplicity (only workers are running on the Cloud) with enough flexibil-
ity (Cloud resources can be started and shutdown independently, and anytime with
only minor restrictions, rescheduling of work between nodes is possible). For the
development, we used an in-house Eucalyptus 1.51-based local Cloud, which was
able to run four instances, each with 512-MB memory. For a real-world deploy-
ment, we used Amazon EC2 North-American availability zone with four “High-
CPU Medium” (c1.medium) instances to execute 80 jobs. These instances have two
virtual cores, so eight cores in total. Each of them has increased CPU performance
(“2.5 EC2 Compute Units” each), compared to the default “Small” instance (“1 EC2
Compute Units”), while only costs twice the price thus seem optimal for compu-
tation intensive tasks. Although there is a “High-CPU Large” instance with eight
cores, that does not provide more performance per CPU or lower cost compared to
the medium one, according to the information on the Amazon Web Services Web-
site [7].

Our test was executed with the E-Marketplace Model Integrated Logistics (EM-
MIL) [8] application, which is solving a multiparameter linear optimization problem
to facilitate three-sided negotiation between buyers, sellers, and third-party logistics
providers. Its workflow is based on the most supported parallel-execution possibil-
ities of P-GRADE Portal: Parameter Sweep (see Fig. 6.2). 3G Bridge was used for
executing the “Parameter sweep jobs” of the EMMIL workflow. We configured EM-
MIL so that a single PS job would run approximately 4 minutes on a “High-CPU
Medium” Amazon EC2 instance.

For the workers, we have developed our own Amazon Machine Image (AMI)
similar to [9]. The image is based on Debian Linux 5.0 32-bit and Condor 7.4.2.
Each instance is supplied with the IP address of the Host running the 3G Bridge and
Condor, and thus they can automatically join the Condor pool (and leave when they
are shut down). Figure 6.7 shows our results, namely: (a) Time-lapse of the whole
execution, (b) Init phase, and (c) Shutdown phase.

80 jobs were submitted to the 3G Bridge, which then submitted the jobs to the
Condor cluster. As Fig. 6.7b shows, 92 seconds were required for the 80 jobs to
appear in Condor. Condor caused this, at certain points during the submission the
3G Bridge started to receive “Connection refused” errors when submitting jobs from
its queue to Condor. In such case the 3G Bridge enters an exponential fallback sleep
cycle between retries, with a maximum (configured) of 32 seconds. It took 159 sec-
onds from the beginning of submission of the jobs until all eight workers joined the
pool, but a worker started the first job after 149 seconds. This is the total overhead
that includes the submission to 3G Bridge, from 3G Bridge to Condor and the time
required for the Cloud resources to join the Condor pool.

The total time for execution of the 80 tasks via 3G Bridge on the Cloud resources
took 2860 seconds. Since we did not want to submit more jobs, we issued a manual
shutdown for the workers (Fig. 6.7c), by issuing a cancel command for the tasks
representing the running Cloud resources in the corresponding 3G Bridge queue.
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6.6 Related Research

Shantenu Jha et al. [10] discuss how Clouds may be treated as higher-level abstrac-
tion from Grids. For example, data storage (S3 [11]) and computing (EC2) services
offered by Amazon can be thought of as data and storage grids with less exposed
semantics (features or options) or can be considered as applications of the underly-
ing service layer. They define the term “usage modes” for different usage patterns or
deployment scenarios of applications and “affinity” for describing the level of sup-
port of a system for a given usage mode. General-purpose Grids have large semantic
feature set, since they try to address a broad variety of usage modes (and applica-
tions). They argue that as the semantic complexity decreases, the usability from the
end users perspective increases. According to that, Clouds might be “closer” to end
users than traditional Grids. This implies that adapting Clouds to Grid interfaces
and APIs (e.g., SAGA) first need high-level abstractions for application develop-
ment and deployment (direct cause of the different “affinities” of the two systems).

Chris Miceli et al. [12] were using “All-pairs” on top of SAGA (Simple API for
Grid Applications) based MapReduce [13] implementation. The authors focus on
data-intensive tasks, while we focus on computation-intensive tasks, but the gen-
eral approach and conclusions still match. SAGA is similar to DC-API in means
of providing a uniform simple API for GRID applications, but DC-API focuses on
master–worker paradigm solely on a few selected platforms rather than aiming for
a generic solution. Also SAGA’s runtime and (job) adaptors show similarities with
the plug-in model of 3G Bridge. The authors executed their experiments on Grids,
“Cloud-like infrastructure,” and Clouds (Amazon EC2, Eucalyptus, and using Nim-
bus [14]) with up to 10 workers and with different data-set sizes ranging from 1 GB
to 10 GB. On clouds, similar to our approach, they created a custom VM image
with SAGA deployed at EC2 but used a bootstrap script that deployed SAGA and
dependencies on NIMBUS and Eucalyptus.

Both approaches have their benefits, bootstrapping a “stock” VM image on each
boot allows one to use generic images, but an overhead is added every time the VM
starts. On the other hand, using custom images allows starting quickly but requires
special prepared VM images. The authors claim that EC2 took 90 seconds, while
Eucalyptus took 45 seconds to instantiate a VM. It took us 120 seconds on EC2 from
issuing a start command for a VM instance until the first Condor worker was ready
to accept jobs; on our local Eucalyptus pool this took a lot more time, so we only
used Eucalyptus for development and verification. The difference of measurements
on EC2 can come from many factors, like the size of the VM image used (it needs to
be copied from a store every time a new instance uses it) or like the added overhead
of the time required for the worker to join the Condor pool after start. Nevertheless,
this shows that there is space for improvement there. The authors also show that
there is interoperability between Grids and Clouds using SAGA: the same interface
and function calls can be used whether the submission is to Grids or Clouds; this is
also true for our approach, since it is only a matter of choosing the appropriate job
queue at submission time.

Gideon Juve’s “howto” [9] is what we used as a basis for creating the Condor
pool of workers in our implementation. This document gives a good starting point
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and general idea how to connect Condor workers running on Amazon EC2 to an
arbitrary Condor pool.

Douglas Thain et al. [15] describe how a Condor-based cluster can act as a cloud
computer and propose to extend the Map-Reduce abstraction for cloud comput-
ing with new abstraction layers (namely: Map, All-Pairs, Sparse-Pairs, Wavefront,
Directed Graph). P-GRADE portal solution is using internally the Condor DAG-
Man. Condor-distributed system is well-known and one of the most widely used
distributed processing systems, deployed at several thousand institutions around the
world, managing several hundred thousand CPU cores in clustered environment.

Mohsen Amini et al. [16] is focusing on so-called marketing-oriented schedul-
ing policies, which can provision extra resources when the local cluster resources
are not sufficient to meet the user requirements. Older scheduling policies used in
Grids are not working effectively in Cloud environments, mainly because Infras-
tructure as a Service (IaaS) providers are charging users in a pay-as-you-go man-
ner in an hourly basis for computational resources. To find the trade-off between
to buy acquired additional resources from IaaS and reuse existing local infrastruc-
ture resources, he proposes two scheduling policies (Cost and Time Optimization
scheduling policies) for mixed (commercial and noncommercial) resource environ-
ments. The evaluation of the policies was done in Gridbus broker that is originally
able to interface with Condor and SGE. However, he is also extending the broker
to interact with Amazon EC2. Basically two different approaches were identified
on provisioning commercial resources. The first approach is offered by the IaaS
providers at resource provisioning level (user/application constraints are neglected:
deadline, budget, etc.); the other approach deploys resources focusing at user level
(time and/or cost minimization, estimating the workload in advance, etc.).

OpenNebula [17] can hire commercial (Amazon EC2) resources in an on-
demand manner, when the local cluster resources are overloaded. Llorente et al. [18]
extend OpenNebula to provision additional resources for applications to handle peak
load, when the local cluster or grid environment is saturated. Silva et al. [19] pro-
poses a mechanism for creating and deploying optimal amount of resources in Cloud
environment, when the workload is hard to predict due to the usage of Bag-of-Task
applications.

One solution of application deployment on Cloud infrastructure is detailed
in [20], which introduce a way to distribute a parameter-sweep-type application
with Aneka (Cloud development and management platform) on Cloud resources.
In Aneka enterprise clouds cost-optimization, time-optimization, and conservative
time-optimization scheduling algorithms are available.

6.7 Conclusion

This chapter introduced the existing connectivity and interoperability issues of
Clouds, Grids, and Clusters and showed solutions how such issues can be solved.
Firstly we have enumerated the main pillars of e-Science infrastructure ecosystems
which are recently extended by Cloud infrastructure. Then the basic principles of



140 P. Kacsuk et al.

parameter sweep job concept and its execution by P-GRADE portal was briefly ex-
plained. We have then examined three solution variants in details for processing
parameter sweep jobs on Cloud resources. From these three alternatives, the last
variant—the most flexible solution using the 3G Bridge developed by the EDGeS
project to interconnect different (grid) middleware—was implemented. With per-
formance measurements we have evaluated the implemented solution. Our results
show clearly that this solution allows use on-demand cloud resources in a transpar-
ent and efficient way with improved scalability. Future work includes performing
larger-scale tests and integrating this solution into the EDGeS infrastructure. We
also need to handle different requirements of the tasks (e.g., currently we only sup-
port 32-bit Linux environment, and no extra dependencies or requirements may be
defined for the tasks).
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Chapter 7
Energy Aware Clouds

Anne-Cécile Orgerie, Marcos Dias de Assunção,
and Laurent Lefèvre

Abstract Cloud infrastructures are increasingly becoming essential components
for providing Internet services. By benefiting from economies of scale, Clouds can
efficiently manage and offer a virtually unlimited number of resources and can mini-
mize the costs incurred by organizations when providing Internet services. However,
as Cloud providers often rely on large data centres to sustain their business and of-
fer the resources that users need, the energy consumed by Cloud infrastructures
has become a key environmental and economical concern. This chapter presents an
overview of techniques that can improve the energy efficiency of Cloud infrastruc-
tures. We propose a framework termed as Green Open Cloud, which uses energy
efficient solutions for virtualized environments; the framework is validated on a ref-
erence scenario.

7.1 Introduction

Cloud solutions have become essential to current and future Internet architectures
as they provide on-demand virtually unlimited numbers of compute, storage and
network resources. This elastic characteristic of Clouds allows for the creation of
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computing environments that scale up and down according to the requirements of
distributed applications.

Through economies of scale, Clouds can efficiently manage large sets of re-
sources; a factor that can minimize the cost incurred by organizations when provid-
ing Internet services. However, as Cloud providers often rely on large data centres
to sustain their business and supply users with the resources they need, the energy
consumed by Cloud infrastructures has become a key environmental and econom-
ical concern. Data centres built to support the Cloud computing model can usually
rely on environmentally unfriendly sources of energy such as fossil fuels [2].

Clouds can be made more energy efficient through techniques such as resource
virtualization and workload consolidation. After providing an overview of energy-
aware solutions for Clouds, this chapter presents an analysis of the cost of virtu-
alization solutions in terms of energy consumption. It also explores the benefits
and drawbacks that Clouds could face by deploying advanced functionalities such
as Virtual Machine (VM) live migration, CPU throttling and virtual CPU pinning.
This analysis is important for users and administrators who want to devise resource
allocation schemes that endeavor to reduce the CO2 footprint of Cloud infrastruc-
tures.

As we attempt to use recent technologies (i.e. VM live migration, CPU capping
and pinning) to improve the energy efficiency of Clouds, our work can be positioned
in the context of future Clouds. This work proposes an energy-aware framework
termed as Green Open Cloud (GOC) [21] to manage Cloud resources. Benefiting
from the workload consolidation [34] enabled by resource virtualization, the goal of
this framework is to curb the energy consumption of Clouds without sacrificing the
quality of service (in terms of performance, responsiveness and availability) of user
applications. All components of the GOC architecture are presented and discussed:
Green policies, prediction solutions and network presence support. We demonstrate
that under a typical virtualized scenario, GOC can reduce the energy used by Clouds
by up to 25% compared to basic Cloud resource management.

The remaining part of this chapter is organized as follows. Section 7.2 discusses
energy-aware solutions that can be applied to Clouds. Then, the energy cost of vir-
tual machines is investigated in Sect. 7.3. The GOC architecture is described in
Sect. 7.4 and evaluated on a typical virtualized scenario Sect. 7.5.

7.2 Overview of Energy Aware Techniques for Clouds

Current Web applications demand highly flexible hosting and resource provision-
ing solutions [35]. The rising popularity of social network Web sites, and the desire
of current Internet users to store and share increasing amounts of information (e.g.
pictures, movies, life-stories, virtual farms) have required scalable infrastructure.
Benefiting from economies of scale and recent developments in Web technologies,
data centres have emerged as a key model to provision resources to Web applica-
tions and deal with their availability and performance requirements. However, data
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centres are often provisioned to handle sporadic peak loads, which can result in low
resource utilization [15] and wastage of energy [12].

The ever-increasing demand for cloud-based services does raise the alarming
concern of data centre energy consumption. Recent reports [29] indicate that energy
costs are becoming dominant in the Total Cost of Ownership (TCO). In 2006, data
centres represented 1.5 percent of the total US electricity consumption. By 2011, the
current data centre energy consumption could double [31] leading to more carbon
emissions. Electricity becomes the new limiting factor for deploying data centre
equipments.

A range of technologies can be utilized to make cloud computing infrastruc-
tures more energy efficient, including better cooling technologies, temperature-
aware scheduling [9, 24, 30], Dynamic Voltage and Frequency Scaling (DVFS) [14,
33], and resource virtualization [36]. The use of VMs [3] brings several benefits in-
cluding environment and performance isolations; improved resource utilization by
enabling workload consolidation; and resource provisioning on demand. Neverthe-
less, such technologies should be analysed and used carefully for really improving
the energy-efficiency of computing infrastructures [23]. Consolidation algorithms
have to deal with the relationship between performance, resource utilization and
energy, and can take advantage from resource heterogeneity and application affini-
ties [34]. Additionally, techniques such as VM live-migration [6, 13] can greatly im-
prove the capacities of Cloud environments by facilitating fault management, load
balancing and lowering system maintenance costs. VM migration provides a more
flexible and adaptable resource management and offers a new stage of virtualization
by removing the concept of locality in virtualized environments [38].

The overhead posed by VM technologies has decreased over the years, which has
expanded their appeal for running high-performance computing applications [37]
and turned virtualization into a mainstream technology for managing and provid-
ing resources for a wide user community with heterogeneous software-stack re-
quirements. VM-based resource management systems, such as Eucalyptus [26] and
OpenNebula [10], allow users to instantiate and customize clusters of virtual ma-
chines atop the underlying hardware infrastructure. When applied in a data centre
environment, virtualization can allow for impressive workload consolidation. For
instance, as Web applications usually present variable user population and time-
variant workloads, virtualization can be employed to reduce the energy consumed
by the data centre environment through server consolidation, whereby VMs run-
ning different workloads can share the same physical host. By consolidating the
workload of user applications into fewer machines, unused servers can potentially
be switched off or put in low energy consumption modes. Yet attracting virtualiza-
tion is, its sole use does not guarantee reductions in energy consumption. Improving
the energy efficiency of Cloud environments with the aid of virtualization generally
calls for devising mechanisms that adaptively provision applications with resources
that match their workload demands and utilizes other power management technolo-
gies such as CPU throttling and dynamic reconfiguration, allowing unused resources
to be freed or switched off.

Existing work has proposed architectures that benefit from virtualization for
making data centres and Clouds more energy efficient. The problem of energy-
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efficient resource provisioning is commonly divided into two subproblems [22]:
at micro- or host level, power management techniques are applied to minimize the
number of resources used by applications and hence reduce the energy consumed
by an individual host; and at a macro-level, generally a Resource Management Sys-
tem (RMS) strives to enforce scheduling and workload consolidation policies that
attempt to reduce the number of nodes required to handle the workloads of user
applications or place applications in areas of a data centre that would improve the
effectiveness of the cooling system. Some of the techniques and information com-
monly investigated and applied at a macro- or RMS-level to achieve workload con-
solidation and energy-efficient scheduling include:

• Applications workload estimation;
• The cost of adaptation actions;
• Relocation and live-migration of virtual machines;
• Information about server-racks, their configurations, energy consumption and

thermal states;
• Heat management or temperature-aware workload placement aiming for heat dis-

tribution and cooling efficiency;
• Study of application dependencies and creation of performance models; and
• Load balancing amongst computing sites;

Server consolidation has been investigated in previous work [5, 8, 16, 18, 20, 34,
39, 40]. A key component of these systems is the ability to monitor and estimate
the workload of applications or the arrival of user requests. Several techniques have
been applied to estimate the load of a system, such as exponential moving aver-
ages [4], Kalman filters [17], autoregressive models, and combinations of methods
[5, 19]. Provisioning VMs in an IaaS environment poses additional challenges as in-
formation about the user applications is not always readily available. Section 7.4.3
describes an algorithm for predicting the characteristics of advance reservation re-
quests that resemble requests for allocating virtual machines.

Fitted with workload-estimation techniques, these systems provide schemes to
minimize the energy consumed by the underlying infrastructure while minimizing
costs and violations of Service Level Agreements (SLAs). Chase et al. [5] intro-
duced MUSE, an economy-based system that allocates resources of hosting cen-
tres to services aiming to minimize energy consumption. Services bid for resources
as a function of delivered performance whilst MUSE switches unused servers off.
Kalyvianaki et al. [18] introduced autonomic resource provisioning using Kalman
filters. Kusic et al. proposed a lookahead control scheme for constantly optimizing
the power efficiency of a virtualized environment [20]. With the goal of maximiz-
ing the profit yielded by the system while minimizing the power consumption and
SLA violations, the provisioning problem is modelled as a sequential optimization
under uncertainty and is solved using the lookahead control scheme. Placement of
applications and scheduling can also take into account the thermal states or the heat
dissipation in a data centre [24]. The goal is scheduling workloads in a data cen-
tre and the heat they generate, in a manner that minimises the energy required by
the cooling infrastructure, hence aiming to minimize costs and increase the overall
reliability of the platform.
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Although consolidation fitted with load forecasting schemes can reduce the over-
all number of resources used to serve user applications, the actions performed by
RMSs to adapt the environment to match the application demands can require the
relocation and reconfiguration of VMs. That can impact the response time of appli-
cations, consequently degrading the QoS perceived by end users. Hence, it is impor-
tant to consider the costs and benefits of the adaptation actions [40]. For example,
Gueyoung et al. [16] have explored a cost-sensitive adaptation engine that weights
the potential benefits of reconfiguration and their costs. A cost model for each ap-
plication is built offline, and to decide when and how to reconfigure the VMs, the
adaptation engine estimates the cost of adaptation actions in terms of changes in the
utility, which is a function of the application response time. The benefit of an action
is given by the improvement in application response time and the period over which
the system remains in the new configuration.

Moreover, consolidation raises the issue of dealing with necessary redundancy
and placement geodiversity at the same time. Cloud providers, as Salesforce.com
for example, that offer to host entire websites of private companies [11], do not
want to lose entire company websites because of power outages or network access
failures. Hence, outage and blackout situations should be anticipated and taken into
account in the resource management policies [32].

While the macro-level resource management performs actions that generally take
into account the power consumption of a group of resources or the whole data cen-
tre, at the host-level the power management is performed by configuring parameters
of the hypervisor’s scheduler, such as throttling of Virtual CPUs (VCPU), and us-
ing other OS specific policies. In the proposed architectures, hosts generally run a
local resource manager that is responsible for monitoring the power consumption of
the host and optimizing it according to local policies. The power management ca-
pabilities available in virtualized hosts has been categorized as [25]: “soft” actions
such as CPU idling and throttling; “hard” actions like DVFS; and consolidating in
the hypervisor. CPU idling or soft states consist in changing resource allotments of
VMs and attributes of the hypervisor’s scheduler (e.g. number of credits in Xen’s
credit scheduler) to reduce the CPU time allocated to a VM so that it consumes less
power. Hard actions comprise techniques such as scaling the voltage and frequency
of CPUs. Consolidation can also be performed at the host-level where the VCPUs
allocated to VMs can be configured to share CPU cores, putting unused cores in idle
state, hence saving the energy that would otherwise be used by the additional core
to run a VM.

Nathuji and Schwan [25] presented VirtualPower, a power management sys-
tem for virtualized environments that explores both hardware power scaling and
software-based methods to control the power consumption of underlying platforms.
VirtualPower exports a set of power states to VM guests that allow guests to use
and act upon these states, thus performing their own power management policies.
The soft states are intercepted by Xen hypervisor and are mapped to changes in the
underlying hardware such as CPU frequency scaling according to the virtual power
management rules. The power management policies implemented in the guest VMs
are used as “hints” by the hypervisor rather than executable commands. They also
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evaluate the power drawn by cores at different frequency/voltage levels and suggest
that such technique be used along with soft schemes.

7.3 Investigating the Energy Consumption of Virtual Machines

With the aim of integrating soft schemes such as CPU throttling, the next sections
describe simple experiments to evaluate the distance between the idle consumption
and the consumption at high utilization of virtualized servers. The experiments eval-
uate the additional power drawn by VMs and the impact of operations such as CPU
idling, consolidation at the host level and VM live-migration.

7.3.1 Experimental Scenario

The evaluation has been performed on a testbed composed of HP Proliant 85 G2
servers (2.2 GHz, 2 duo core CPUs per node) with Xen open source 3.4.1. Each node
is connected to an external wattmeter that logs its instant power consumption; one
measurement is taken each second. The storage of these energy logs is performed
by a data collector machine. The precision of measurements of this setup is 0.125
watts, whereas the frequency of measurements is one second.

7.3.2 Virtual Machine Cost

In order to be energy efficient, virtual machines should ideally start and halt quickly
and without incurring too much energy usage. It is hence crucial to understand the
cost of basic virtual machine operations and statuses (such as boot, run, idle, halt)
in terms of energy consumption.

The experiments reported here describe the stages of booting, running and shut-
ting down virtual machines. Each virtual machine is configured to use one VCPU
without pinning (i.e. we do not restrict which CPUs a particular VCPU may run
on using the generic vcpu-pin interface) and no capping of CPU credits. We mea-
sure the energy consumption by running different configurations, one at a time, each
with a different number of virtual machines, from one to six virtual machines on one
physical resource.

The graph in Fig. 7.1 shows the energy consumption of virtual machines that are
initialized but do not have a workload (i.e. they do not execute any application after
booting). As shown by this figure, the start and shutdown phases of VMs consume an
amount of energy that should not be ignored when designing resource provisioning
or consolidation mechanisms. The graph in Fig. 7.2, on the other hand, shows the
consumption of virtual machines that execute a CPU intensive sample application
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Fig. 7.1 Energy consumption of different numbers of idle virtual machines on one physical ma-
chine

Fig. 7.2 Energy consumption of virtual machines running a CPU intensive workload on a shared
physical resource

(i.e. cpuburn1) once they finish booting. The CPU intensive workload runs for 60

1cpuburn is a test application that attempts to use 100% of CPU.
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seconds once the virtual machine is initialized, and we wait for some time before
shutting it down to recognize more clearly the shutdown stage in the graphs.

As shown by Fig. 7.2, the increase in energy consumption resulting from increas-
ing the number of virtual machines in the system depends largely on the number of
cores in use. Although the 5th and 6th VMs seem to come at zero cost in terms of
energy consumption since all the cores were already in use, in reality the application
performance can be degraded. We have not evaluated the performance in this work
since we run a sample application, but in future we intend to explore the perfor-
mance degradation and the trade-off between application performance and energy
savings.

7.3.3 Migration Cost

This experiment evaluates the energy consumption when performing live migration
of four virtual machines running a CPU intensive workload. After all virtual ma-
chines are initialized, at time 40 seconds, the live migration starts, and one virtual
machine is migrated at every 30 seconds. The results are summarized in Fig. 7.3.

The figure shows that migrating VMs lead to an increase in energy consump-
tion during the migration time, the factor evidenced by the asymmetry between the
lines. Even though the VMs migrated in this scenario had only 512 MB of RAM,
the experiment demonstrates that when migrating with the goal of shutting down
unused resources, one must consider that during the migration, two machines will
be consuming energy.

Fig. 7.3 Migration of four virtual machines starting after 40 seconds, one migration every 30
seconds
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7.3.4 Capping and Pinning of VCPUs

This experiment measures the energy consumption of virtual machines when we
vary parameters of the credit scheduler used by Xen hypervisor. The first parameter
evaluated is the cap of CPU utilization. Valid values for the cap parameter when
using one virtual CPU are between 1 and 100, and the parameter is set using the
xm sched-credit command. Initially, we run a virtual machine with a CPU-intensive
workload and measure the energy consumption as we change the CPU cap. The
experiment considers the following caps: 100, 80, 60, 40 and 20. Once the virtual
machine is initialized and the CPU intensive workload is started, the virtual machine
remains during one minute under each cap and is later shut down. The results are
summarized in Fig. 7.4.

Although capping has an impact on power consumption, this impact is small
when considering only one core, and under some cap values, the energy consump-
tion does not remain stable. However, the difference in consumption is more notice-
able when throttling the CPU usage of multiple VMs.

When virtual machines are initialized, the credit scheduler provided by Xen hy-
pervisor is responsible for deciding which physical cores the virtual CPUs will uti-
lize. However, the assignment of virtual CPUs to physical cores can be modified by
the administrator via Xen’s API by restricting the physical cores used by a virtual
machine, operation known as “pinning”. The second set of experiments described
here evaluate the energy consumption when changing the default pinning carried
out by Xen’s hypervisor.

This experiment first initializes two VMs with the CPU intensive workload; then,
leaves them run under default pinning for one minute; after that, throttles the VCPUs

Fig. 7.4 Energy consumption of a virtual machine under different CPU utilization caps
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Fig. 7.5 Energy consumption by making the virtual CPUs of two VMs share the same core

by forcing them to share the same core; next, changes the core to which the VCPUs
are pinned at each minute; after that, removes pin restrictions; and finally shuts down
the VMs. Figure 7.5 summarizes the results.

The energy consumption reduces as the number of utilized cores in the system
decreases. Although this may look obvious, the results demonstrate that it is possible
to consolidate a workload at the host level and minimize the energy consumption by
using capping. For example, a hosting centre may opt for consolidating workloads
if a power budget has been reached or to minimize the heat produced by a group of
servers. Our future work will be investigating the trade-off’s between performance
degradation and energy savings achieved by VCPU throttling when provisioning
resources to multi-tier Web applications.

7.4 The Green Open Cloud

7.4.1 The Green Open Cloud Architecture

The energy footprint of current data centres has become a critical issue, and it has
been shown that servers consume a great amount of electrical power even when
they are idle [28]. Existing Cloud architectures do not take full advantage of recent
techniques for power management, such as Virtual Machine (VM) live migration,
advance reservations, CPU idling, and CPU throttling [25].

We attempt to make use of recent technologies to improve the energy efficiency
of Clouds, thus placing our work in the context of future Clouds. This work proposes
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Fig. 7.6 The GOC architecture

an energy-aware framework termed as Green Open Cloud (GOC) [21] to manage
Cloud resources. Benefiting from the workload consolidation [34] enabled by re-
source virtualization, the goal of this framework is to curb the energy consumption
of Clouds without sacrificing the quality of service (in terms of performance, re-
sponsiveness and availability) of user applications.

In the proposed architecture, users submit their reservation requests via a Cloud
portal (e.g. a Web server) (Fig. 7.6). A reservation request submitted by a user to
the portal contains the required number of VMs, its duration and the wished start
time. GOC manages an agenda with resource reservations; all reservations are strict,
and once approved by GOC, their start times cannot change. This is like a green
Service Level Agreement (SLA) where the Cloud provider commits to give access to
required resources (VMs) during the entire period that is booked in the agenda. This
planning provides a great flexibility to the provider that can have a better control on
how the resources are provisioned.

Following the pay-as-you-go philosophy of Clouds, the GOC framework deliv-
ers resources in a pay-as-you-use manner to the provider: only utilized resources are
powered on and consume electricity. The first step to reduce electricity wastage is to
shut down physical nodes during idle periods. However, this approach is not trivial
as a simple on/off policy can be more energy consuming than doing nothing because
powering nodes off and on again consumes electricity and takes time. Hence, GOC
uses prediction algorithms to avoid frequent on/off cycles. VM migration is used
to consolidate the load into fewer resources, thus allowing the remaining resources
to be switch off. VCPU pinning and capping are used as well for workload con-
solidation. GOC can also consolidate workloads considering time by aggregating
resource reservations. When a user submits a reservation request, the Green Open
Cloud framework suggests alternative start times for the reservation request along
with the predicted amount of energy it will consume under the different scenarios. In
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this way, the user can make an informed choice and favor workload aggregation in
time, hence avoiding excessive on/off cycles. On/off algorithms also pose problems
for resource management systems, which can interpret a switched-off node as a fail-
ure. To address this issue, GOC uses a trusted proxy that ensures the nodes’ network
presence; the Cloud RMS communicates with this proxy instead of the switched-off
nodes (Fig. 7.6).

The key functionalities of the GOC framework are to:

• monitor Cloud resources with energy sensors to take efficient management deci-
sions;

• provide energy usage information to users;
• switch off unused resources to save energy;
• use a proxy to ensure network presence of switched-off resources and thus pro-

vide inter-operability with different RMSs;
• use VM migration to consolidate the load of applications in fewer resources;
• predict the resource usage to ensure responsiveness; and
• give “green” advice to users in order to aggregate resource requests.

The GOC framework works as an overlay atop existing Cloud resource man-
agers. GOC can be used with all types of resource managers without impacting on
their workings, such as their scheduling policies. This modular architecture allows
a great flexibility and adaptivity to any type of future Cloud’s RMS architecture.
The GOC framework relies on energy sensors (wattmeters) to monitor the electric-
ity consumed by the Cloud resources. These sensors provide direct and accurate
assessment of GOC policies, which helps it in using the appropriate power manage-
ment solutions.

The GOC architecture, as described in Fig. 7.6, comprises:

• a set of energy sensors providing dynamic and precise measurements of power
consumption;

• an energy data collector which stores and provides the energy logs through the
Cloud Web portal (to increase the energy-awareness of users);

• a trusted proxy for supporting the network presence of switched-off Cloud re-
sources; and

• an energy-aware resource manager and scheduler which applies the green policies
and gives green advice to users.

The Cloud RMS manages the requests in coordination with the energy-aware
resource manager which is permanently linked to the energy sensors. The energy-
aware resource manager of GOC can be implemented either as an overlay on the
existing Cloud RMS or as a separate service. Figure 7.7 depicts a scenario where
GOC is implemented as an overlay on the existing Cloud RMS. In the resource
manager, the white boxes represent the usual components of a future Cloud RMS
(with agenda), whereas the shaded boxes depict the GOC functionalities. These add-
ons are connected to the RMS modules and have access to the data provided by users
(i.e. submitted requests) and the data in the reservation agenda.

When a user submits a request, the admission control module checks whether it
can be admitted into the system by attempting to answer questions such as: Is the
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Fig. 7.7 The GOC resource manager

user allowed to use this Cloud? Is the request valid? Is the request compliant with
the Cloud’s usage chart? Then, the job acceptance module transfers the request to
the scheduler and to the green resource manager (also called energy-aware manager
and labeled “Green Policies” in Fig. 7.7). The scheduler queries the agenda to see
whether the requested reservation can be placed into it whilst the green resource
manager uses its aggregation and prediction modules to find other less energy-
consuming possibilities to schedule this reservation in accordance with its green
policies. All the possible schedules (from the Cloud’s scheduler and from the green
resource manager) are then transferred to the job acceptance module which presents
them to the user and prompts her for a reply.

The agenda is a database containing all the future reservations and the recent his-
tory (used by the prediction module). The green agenda contains all the decisions
of the green resource manager: on/off and VM migrations (when to switch on and
off the nodes and when to migrate VMs). These decisions are applied by the green
enforcement module. The resource enforcement module manages the reservations
(gives the VMs to the users) in accordance with the agenda. The resource status
component periodically polls the nodes to know whether they have hardware fail-
ures. If the nodes are off, the component queries the network presence proxy, so the
nodes are not woken up unnecessarily. The energy data collector module monitors
the energy usage of the nodes and gives access to this information to the green re-
source manager. These data are also put on the Cloud Web portal, so users can see
their energy impact on the nodes and increase their energy-awareness.

7.4.2 Network Presence

As we switch off unused nodes, they do not reply to queries made by the Cloud
resource manager, which can be considered by the RMS as a resource failure. This
problem is solved by using a trusted proxy to ensure the network presence of the
Cloud resources. When a Cloud node is switched off, all of its basic services (such as
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ping or heartbeat services) are migrated to the proxy that will then answer on behalf
of the node when asked by the resource manager. The key issue is to ensure the
security of the infrastructure and to avoid the intrusion of malicious nodes. Our trust-
delegation model is described in more details in previous work [7]. This mechanism
allows a great adaptivity of the GOC framework to any Cloud RMS.

7.4.3 Prediction Algorithms

As reservations finish, the prediction algorithm predicts the next reservation for the
freed resources. If the predicted reservation of a resource is too close (in less than
Ts seconds), the resource remains powered on (it would consume more energy to
switch it off and on again), otherwise it is switched off. This idea is illustrated by
Fig. 7.8.

For a given resource, Ts is given by the following formula:

Ts = EON→OFF + EOFF→ON − POFF(δON→OFF + δOFF→ON)

Pidle − POFF

where Pidle is the idle consumption of the resource (in Watts), POFF is the power
consumption when the resource is off (in watts), δON→OFF is the duration of the
resource shutdown (in seconds), δOFF→ON is the duration of the resource boot,
EON→OFF is the energy consumed to switch off the resource (in Joules) and
EOFF→ON is the energy consumed to switch on the resource (in Joules).

In the same way, we define temporal parameters based on the energy consump-
tion of the resources to know in which case it would be more energy efficient to

Fig. 7.8 Definition of Ts
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use VM migration. Tm is the bound on the remaining reservation’s duration beyond
which migration is more energy efficient: if the reservation is still running for more
than T − m seconds, the VMs should be migrated, otherwise they stay on their re-
spective physical hosts. As the migration takes time, migration of small jobs is not
useful (with a duration lower than 20 seconds in that example). This lower time
bound is denoted Ta . If a migration is allowed, the green enforcement module also
waits Ta seconds after the beginning of a job before migrating it. It indeed allows
initializing the job and the VM, so the migration is simplified, and we avoid the
migration of small jobs, crashed jobs or VMs (in case of technical failure or bad
configuration of the VM).

For the next reservation, the predicted arrival time is the average of the inter-
submission time of the previous jobs plus a feedback. The feedback is computed
with the previous predictions; it represents an average of the errors made by com-
puting the n previous predictions (n is an integer). The error is the difference be-
tween the true observation and the predicted value. For estimating other features of
the reservation (size in number of resources and length), the same kind of algorithm
is used (average of the previous values at a given time).

We have seen in previous work [27] that even with a small n (5 for example)
we can obtain good results (70% of good predictions on experimental Grid traces).
This prediction model is simple, but it does not need many accesses and is really fast
to compute, which are crucial features for real-time infrastructures. This prediction
algorithm has several advantages: it works well, it requires a small part of history
(no need to store big amounts of data), and it is fast to compute. Therefore, it will
not delay the whole reservation process, and as a small part of the history is used,
it is really responsive and well adapted to request bursts as it often occurs in such
environments.

7.4.4 Green Policies

Among the components of a Cloud architecture, up to now, we have focused on
virtualization, which appears as the main technology used in these architectures. It
also uses migration to dynamically unbalance the load between the Cloud nodes in
order to shut down some nodes and thus save energy.

However, GOC algorithms can employ other Cloud components, like account-
ing, pricing, admission control and scheduling. The role of the green policies is to
implement such strong administrator decisions at the Cloud level. For example, the
administrator can establish a power budget per day or per user. The green policies
module will reject any reservation request that exceeds the power budget limit. This
mechanism is similar to a green SLA between the user and the provider.

Green accounting will give to “green” users (the users that accept to delay their
reservation in order to aggregate it with others to save energy) credits which are
used to give more priority to the requests of these users when a burst of reservation
requests arrives. A business model can also lean on this accounting to encourage
users to be energy aware.
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7.5 Scenario and Experimental Results

7.5.1 Experimental Scenario

This section describes the first results obtained with a prototype of GOC. Our ex-
perimental platform consists of HP Proliant 85 G2 Servers (2.2 GHz, 2 dual core
CPUs per node) with XenServer 5.02 [1, 3] on each node.

The following experiments aim to illustrate the working of GOC infrastructure
in order to highlight and to compare the energy consumption induced by a Cloud
infrastructure with different management schemes. Our experimental platform con-
sists of two identical Cloud nodes, one resource manager that is also the scheduler
and one energy data collector. All these machines are connected to the same Ether-
net router. In the following we will call ‘job’ a reservation made by a user to have the
resources at the earliest possible time. When a user submits a reservation, she spec-
ifies the length in time and the number of resources required. Although this reserva-
tion mechanism may look unusual, it is likely to be used by next-generation Clouds
where frameworks would support these features to help cloud providers avoid over-
provisioning resources. Having scheduling reservations with limits, such as a time
duration, will help Cloud managers to manage their resources in a more energy-
efficient way. This is, for instance, the case of a user with budget constraints and
whose reservations will have a defined time-frame that reflects how much the user
is willing to pay for using the resources. In addition, this reflects a scenario where
service clouds with long-live applications have their resource allotments adapted ac-
cording to changes in cost conditions (e.g. cost changes in electricity) and scheduled
maintenances.

Our job arrival scenario is as follows:

• t = 10: 3 jobs of length equals to 120 seconds each and 3 jobs of length 20 sec-
onds each;

• t = 130: 1 job of length 180 seconds;
• t = 310: 8 jobs of length 60 seconds each;
• t = 370: 5 jobs of length 120 seconds each, 3 jobs of length 20 seconds each and

1 job of length 120 seconds, in that order.

The reservations’ length is short in order to keep the experiment and the graph
representation readable and understandable. Each reservation is a computing job
with a cpuburn running on the VM. We have seen that the boot and the shutdown
of a VM are less consuming than a cpuburn and that an idle VM does not consume
any noticeable amount of energy (see Fig. 7.2). Hence, we will just include the
cpuburn burn phase in the graphs in order to reduce their length and improve their
readability (VMs are booted before the experiment start and halted after the end of
the experiment).

2XenServer is a cloud-proven virtualization platform that delivers the critical features of live mi-
gration and centralized multi-server management.
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Fig. 7.9 Gantt chart for the round-robin scheduling

These experiments, although in a small scale for clarity sake, represent the most
unfavorable case in terms of energy consumption as cpuburn fully uses the CPU
which is the most energy consuming component of physical nodes. Moreover, as
CPU is a great energy consuming component, cpuburn jobs are accurately visible
on the power consumption curves: clear steps are noticeable for each added VM (as
previously noticed in Fig. 7.2).

Each node can host up to seven VMs. All the hosted VMs are identical in terms
of memory and CPU configuration, and they all host a Debian etch distribution. As
our infrastructure does not depend on any particular resource manager, we do not
change the scheduling of the reservations and the assignment of the virtual machines
to physical machines. The only exception is when a physical node is off, where we
then attribute its jobs to the awoken nodes if they can afford it; otherwise we switch
it on.

In order to validate our framework and to prove that it achieves energy saving
regardless of the underlying scheduler, we have studied two different schedulings:

• round-robin: first job is assigned to the first Cloud node, the second job to the
second node, and so on. When all the nodes are idle, the scheduler changes their
order (we do not always attribute the first job in the queue to the first node).
The behavior of this scheduling mechanism with the previously defined job ar-
rival scenario is shown in Fig. 7.9. This is a typical distributed-system scheduling
algorithm.

• unbalanced: the scheduler puts as many jobs as possible on the first Cloud node,
and, if there are still jobs left in the queue, it uses the second node, and so on
(as before, when all the nodes are idle, we change the order to balance the roles).
We can see this scheduling with the previously defined job arrival scenario in
Fig. 7.10. This scheduling is broadly used for load consolidation.

These two scheduling algorithms are well known and widely used in large-scale
distributed system schedulers. For each of these algorithms, we use four scenarios
to see the difference between our VM management scheme and a basic one. The
four scenarios are as follows:

• basic: no changes are made. This scenario represents the Clouds with no power
management.



160 A.-C. Orgerie et al.

Fig. 7.10 Gantt chart for the unbalanced scheduling

• balancing: migration is used to balance the load between the Cloud nodes. This
scenario presents the case of a typical load balancer which aims to limit node
failures and heat production.

• on/off : unused nodes are switched off. This is the scenario with a basic power
management;

• green: we switch off the unused nodes, and we use migration to unbalance the
load between Cloud nodes. This allows us to aggregate the load on some nodes
and switch off the other ones. This is the scenario that corresponds to GOC.

7.5.2 Results

For each scheduling, we have run the four scenarios, one at a time, on our exper-
imental platform, and we have logged the energy consumption (one measure per
node and per second at the precision of 0.125 watts). A more extensive discussion
on the results is available in previous work [21].

Figure 7.11 shows the course of experiment for the two nodes with the round-
robin scheduling applied to the green scenario. The upper part of the figure shows
the energy consumption of the two nodes during the experiment, while the lower
part presents the Gantt chart (time is in seconds).

At time t = 30, the second job (first VM on Cloud node 2) is migrated to free
Cloud node 1 and then to switch it off. This migration does not occur before Ta = 20
seconds. Some small power peaks are noticeable during the migration. This confirms
the results of Sect. 7.3.3 stating that migration is not really costly if it is not too long.

This migration leads to the reallocation of the job starting at t = 130 on Cloud
node 1 since Cloud node 2 has been switched off and Cloud node 1 is available.
At t = 200, Cloud node 2 is booted to be ready to receive the jobs starting at t =
310. During the boot, an impressive consumption peak occurs. It corresponds to the
physical start of all the fans and the initialization of all the node components. Yet,
this peak is more than compensated by the halting of the node (POFF = 20 watts)
during the time period just before the boot since the node inactivity time was greater
than Ts (defined in Sect. 7.4.3).
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Fig. 7.11 Green scenario with round-robin scheduling

During the seventh job, one can notice that a running VM with a cpuburn inside
consumes about 10 watts, which represents about 5% of the idle consumption of
the Cloud node. At time t = 390, two new VM migrations are performed, and they
draw small peaks on the power consumption curves. From that time, Cloud node 1
is switched off, and Cloud node 2 has six running VMs. We observe that the fifth
and the sixth VMs cost nothing (no additional energy consumption compared to
the period with only four VMs) as explained in Sect. 7.3.2 as this Cloud node has
four cores. This experiment shows that GOC greatly takes advantage of the idle
periods by using its green enforcement solutions: VM migration and shut down. Job
reallocation also allows us to avoid on/off cycles. Significant amounts of energy are
saved.

The green scenario with unbalanced scheduling is presented in Fig. 7.12. For
the green scenario, the unbalanced scheduling is more in favor of energy savings.
Indeed, two migrations less are needed than with the round-robin scheduling, and
all the first burst jobs are allocated to Cloud node 1 allowing Cloud node 2 to stay
off. In fact, this is the general case for all the scenarios (Fig. 7.13): the unbalanced
scheduling is more energy-efficient since it naturally achieves a better consolidation
on fewer nodes.

Summarized results of all the experiments are shown in Fig. 7.13. As expected,
the green scenario which illustrates GOC behavior is less energy consuming for the
both scheduling scenarios. The balancing scenario is more energy consuming than
the basic scheme for unbalanced scheduling. This phenomenon is due to numerous
migrations for the balancing scenario that cancel out the benefits of these migrations.
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Fig. 7.12 Green scenario with unbalanced scheduling

Fig. 7.13 Comparison results

The noticeable figure is that the green scenario with unbalanced scheduling con-
sumes 25% less electricity than the basic scenario which shows the current Clouds
administration. This figure obviously depends on the Cloud usage.

However, it shows that great energy savings are achievable with minor impacts
on the utilization: small delays occur due to migrations (less than 5 seconds for
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these experiments) and to physical node boots (2 minutes for our experimental plat-
form nodes). These delays can be improved by using better VM live-migration tech-
niques [13] and by using faster booting techniques (like suspend to disk and suspend
to RAM techniques).

7.6 Conclusion

As Clouds are more and more broadly used, the Cloud computing ecosystem be-
comes a key challenge with strong repercussions. It is therefore urgent to analyse
and to encompass all the stakeholders related to the Cloud’s energy usage in order
to design adapted framework solutions. It is also essential to increase the energy-
awareness of users in order to reduce their CO2 footprint induced by their utiliza-
tions of Cloud infrastructures. This matter leads us to measure and to study the
electrical cost of basic operations concerning the VM management in Clouds, such
as the boot, the halt, the inactivity and the launching of a sample cpuburn appli-
cation. These observations show that VMs do not consume energy when they are
idle and that booting and halting VMs produce small power peaks but are not really
costly in terms of time and energy.

As Clouds are on the way to becoming an essential element of future Internet,
new technologies have emerged for increasing their capacity to provide on-demand
XaaS (everything as a service) resources in a pay-as-you-use fashion. Among these
new technologies, live migration seems to be a really promising approach allowing
on-demand resource provisioning and consolidation. We have studied the contribu-
tion that the use of this technique could constitute in terms of energy efficiency.
VM live migration, although its performance can be improved, is reliable, fast, and
requires little energy compared to the amount it can save.

These first measurements have allowed us to propose an original software frame-
work, the Green Open Cloud (GOC) which aims at controlling and optimizing the
energy consumed by the overall Cloud infrastructure. This energy management is
based on different techniques:

• energy monitoring of the Cloud resources with energy sensor for taking efficient
management decisions;

• displaying the energy logs on the Cloud portal to increase the energy-awareness;
• switching off unused resources to save energy;
• utilization of a proxy to carry out network presence of switched-off resources and

thus provide inter-operability with any kind of RMS;
• use of VM migration to consolidate the load in fewer resources;
• prediction of the next resource usage to ensure responsiveness;
• giving green advice to users in order to aggregate resources’ reservations.

The GOC framework embeds features that, in our opinion, will be part of the
next-generation Clouds, such as advance reservations, which enable a more flexible
and planned resource management, and VM live-migration, which allows for great
workload consolidation.
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Further, the GOC framework was the subject of an experimental validation. The
validation is made with two different scheduling algorithms to prove GOC’s adaptiv-
ity to any kind of Resource Management System (RMS). Four scenarios are studied
to compare the GOC behavior with basic Cloud’s RMS workings. Energy measure-
ments on these scenarios show that GOC can save up to 25% of the energy consumed
by a basic Cloud resource management. These energy savings are also reflected in
the operational costs of the Cloud infrastructures.

This promising work shows that important energy savings, and thus CO2 foot-
print reductions are achievable in future Clouds at the cost of minor performance
degradations. There is still room for improvement to increase the user’s energy-
awareness, which is the main leverage to trigger a real involvement from the Cloud
providers and designers in order to reduce the electricity demand of Clouds and
contribute to a more sustainable ICT industry.
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Abstract In recent years, the application of high-performance and distributed com-
puting in scientific practice has become increasingly wide spread. Among the most
widely available platforms to scientists are clusters, grids, and cloud systems. Such
infrastructures currently are undergoing revolutionary change due to the integration
of many-core technologies, providing orders-of-magnitude speed improvements for
selected compute kernels. With high-performance and distributed computing sys-
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tems thus becoming more heterogeneous and hierarchical, programming complexity
is vastly increased. Further complexities arise because urgent desire for scalability
and issues including data distribution, software heterogeneity, and ad hoc hardware
availability commonly force scientists into simultaneous use of multiple platforms
(e.g., clusters, grids, and clouds used concurrently). A true computing jungle.

In this chapter we explore the possibilities of enabling efficient and transparent
use of Jungle Computing Systems in everyday scientific practice. To this end, we
discuss the fundamental methodologies required for defining programming models
that are tailored to the specific needs of scientific researchers. Importantly, we claim
that many of these fundamental methodologies already exist today, as integrated in
our Ibis high-performance distributed programming system. We also make a case
for the urgent need for easy and efficient Jungle Computing in scientific practice,
by exploring a set of state-of-the-art application domains. For one of these domains,
we present results obtained with Ibis on a real-world Jungle Computing System. The
chapter concludes by exploring fundamental research questions to be investigated
in the years to come.

8.1 Introduction

It is widely recognized that Information and Communication Technologies (ICTs)
have revolutionized the everyday practice of science [6, 54]. Whereas in earlier
times scientists spent a lifetime recording and analyzing observations by hand, in
many research laboratories today much of this work has been automated. The ben-
efits of automation are obvious: it allows researchers to increase productivity by
increasing efficiency, to improve quality by reducing error, and to cope with increas-
ing scale—enabling scientific treatment of topics that were previously impossible to
address.

As a direct result of automation, in many research domains the rate of scientific
progress is now faster than ever before [11, 14, 59]. Importantly, however, the rate of
progress itself puts further demands on the automation process. The availability of
ever larger amounts of observational data, for example, directly leads to increasing
needs for computing, networking, and storage. As a result, for many years, the sci-
entific community has been one of the major driving forces behind state-of-the-art
developments in supercomputing technologies (e.g., see [58]).

Although this self-stimulating process indeed allows scientists today to study
more complex problems than ever before, it has put a severe additional burden on
the scientists themselves. Many scientists have to rely on arguably the most complex
computing architectures of all—i.e., high-performance and distributed computing
systems in their myriad of forms. To effectively exploit the available processing
power, a thorough understanding of the complexity of such systems is essential. As
a consequence, the number of scientists capable of using such systems effectively
(if at all) is relatively low [44].

Despite the fact that there is an obvious need for programming solutions that
allow scientists to obtain high-performance and distributed computing both effi-
ciently and transparently, real solutions are still lacking [5, 24]. Worse even, the
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high-performance and distributed computing landscape is currently undergoing rev-
olutionary change. Traditional clusters, grids, and cloud systems are more and
more equipped with state-of-the-art many-core technologies (e.g., Graphics Pro-
cessing Units or GPUs [31, 32]). Although these devices often provide orders-of-
magnitude speed improvements, they make computing platforms more heteroge-
neous and hierarchical—and vastly more complex to program and use.

Further complexities arise in everyday practice. Given the ever increasing need
for compute power, and due to additional issues including data distribution, software
heterogeneity, and ad hoc hardware availability, scientists are commonly forced to
apply multiple clusters, grids, clouds, and other systems concurrently—even for
single applications. In this chapter we refer to such a simultaneous combination of
heterogeneous, hierarchical, and distributed computing resources as a Jungle Com-
puting System.

In this chapter we explore the possibilities of enabling efficient and transparent
use of Jungle Computing Systems in everyday scientific practice. To this end, we
focus on the following research question:

What are the fundamental methodologies required for defining programming models that
are tailored to the specific needs of scientific researchers and that match state-of-the-art
developments in high-performance and distributed computing architectures?

We will claim that many of these fundamental methodologies already exist and have
been integrated in our Ibis software system for high-performance and distributed
computing [4]. In other words: Jungle Computing is not just a visionary concept; to
a large extent, we already adhere to its requirements today.

This chapter is organized as follows. In Sect. 8.2 we discuss several architec-
tural revolutions that are currently taking place—leading to the new notion of Jun-
gle Computing. Based on these groundbreaking developments, Sect. 8.3 defines the
general requirements underlying transparent programming models for Jungle Com-
puting Systems. Section 8.4 discusses the Ibis programming system and explores
to what extent Ibis adheres to the requirements of Jungle Computing. Section 8.5
sketches a number of emerging problems in various science domains. For each do-
main, we will stress the need for Jungle Computing solutions that provide trans-
parent speed and scalability. For one of these domains, Sect. 8.6 evaluates the Ibis
platform on a real-world Jungle Computing System. Section 8.7 introduces a num-
ber of fundamental research questions to be investigated in the coming years and
concludes.

8.2 Jungle Computing Systems

When grid computing was introduced over a decade ago, its foremost visionary
aim (or “promise”) was to provide efficient and transparent (i.e., easy-to-use) wall-
socket computing over a distributed set of resources [18]. Since then, many other
distributed computing paradigms have been introduced, including peer-to-peer com-
puting [25], volunteer computing [57], and, more recently, cloud computing [15].
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These paradigms all share many of the goals of grid computing, eventually aim-
ing to provide end-users with access to distributed resources (ultimately even at a
worldwide scale) with as little effort as possible.

These new distributed computing paradigms have led to a diverse collection of
resources available to research scientists, including stand-alone machines, cluster
systems, grids, clouds, desktop grids, etc. Extreme cases in terms of computational
power further include mobile devices at the low end of the spectrum and supercom-
puters at the top end.

If we take a step back and look at such systems from a high-level perspective,
then all of these systems share important common characteristics. Essentially, all
of these systems consist of a number of basic compute nodes, each having local
memories and each capable of communicating over a local or wide-area connection.
The most prominent differences are in the semantic and administrative organization,
with many systems providing their own middlewares, programming interfaces, ac-
cess policies, and protection mechanisms [4].

Apart from the increasing diversity in the distributed computing landscape, the
“basic compute nodes” mentioned above currently are undergoing revolutionary
change as well. General-purpose CPUs today have multiple compute cores per chip,
with an expected increase in the years to come [40]. Moreover, special-purpose
chips (e.g., GPUs [31, 32]) are now combined or even integrated with CPUs to in-
crease performance by orders-of-magnitude (e.g., see [28]).

The many-core revolution is already affecting the field of high-performance and
distributed computing today. One interesting example is the Distributed ASCI Su-
percomputer 4 (DAS-4), which is currently being installed in The Netherlands. This
successor to the earlier DAS-3 system (see www.cs.vu.nl/das3/) will consist of six
clusters located at five different universities and research institutes, with each clus-
ter being connected by a dedicated and fully optical wide-area connection. No-
tably, each cluster will also contain a variety of many-core “add-ons” (including
a.o. GPUs and FPGAs), making DAS-4 a highly diverse and heterogeneous system.
The shear number of similar developments currently taking place the world over
indicates that many-cores are rapidly becoming an irrefutable additional component
of high-performance and distributed systems.

With clusters, grids, and clouds thus being equipped with multi-core processors
and many-core “add-ons,” systems available to scientists are becoming increasingly
hard to program and use. Despite the fact that the programming and efficient use
of many-cores is known to be hard [31, 32], this is not the only—or most severe—
problem. With the increasing heterogeneity of the underlying hardware, the efficient
mapping of computational problems onto the “bare metal” has become vastly more
complex. Now more than ever, programmers must be aware of the potential for
parallelism at all levels of granularity.

But the problem is even more severe. Given the ever increasing desire for
speed and scalability in many scientific research domains, the use of a single high-
performance computing platform is often not sufficient. The need to access multiple
platforms concurrently from within a single application often is due to the impossi-
bility of reserving a sufficient number of compute nodes at once in a single multiuser

http://www.cs.vu.nl/das3/


8 Jungle Computing: Distributed Supercomputing Beyond Clusters, Grids, and Clouds 171

Fig. 8.1 Left: A “worst-case” Jungle Computing System as perceived by scientific end-users, si-
multaneously comprising any number of clusters, grids, clouds, and other computing platforms.
Right: Hierarchical view of a Jungle Computing System

system. Moreover, additional issues such as the distributed nature of the input data,
the heterogeneity of the software pipeline being applied, and the ad hoc availability
of the required computing resources, further indicate a need for computing across
multiple, and potentially very diverse, platforms. For all of these reasons, in this
chapter we make the following claim:

Many research scientists (now and in the near future) are being forced to apply multiple
clusters, grids, clouds, and other systems concurrently—even for executing single applica-
tions.

We refer to such a simultaneous combination of heterogeneous, hierarchical, and
distributed computing resources as a Jungle Computing System (see Fig. 8.1).

The abovementioned claim is not new. As part of the European Grid Initiative
(EGI [55]), for example, it has been stressed that the integrated application of clus-
ters, grids, and clouds in scientific computing is a key component of the research
agenda for the coming years [9]. Similarly, Microsoft Research has advocated the
integrated use of grids and clouds [16]. Further European research efforts in this
direction are taking place in COST Action IC0805 (ComplexHPC: Open European
Network for High-Performance Computing in Complex Environments [56]).

Compared to these related visionary ideas, the notion of a Jungle Computing
System is more all-encompassing. It exposes all computing problems that scientists
today can be (and often are) confronted with. Even though we do not expect most (or
even any) research scientists to have to deal with the “worst-case” scenario depicted
in Fig. 8.1, we do claim that—in principle—any possible subset of this figure rep-
resents a realistic scenario. Hence, if we can define the fundamental methodologies
required to solve the problems encountered in the worst-case scenario, we ensure
that our solution applies to all possible scenarios.

8.3 Jungle Computing: Requirements and Methodologies

Although Jungle Computing Systems and grids are not identical (i.e., the latter be-
ing constituent components of the former), a generic answer to our overall research
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question introduced in Sect. 8.1 is given by the “founding fathers of the grid.”
In [18], Foster et al. indicate that one of the main aims of grid computing is to
deliver transparent and potentially efficient computing, even at a worldwide scale.
This aim extends to Jungle Computing as well.

It is well known that adhering to the general requirements of transparency and
efficiency is a hard problem. Although rewarding approaches exist for specific ap-
plication types (i.e., work-flow driven problems [29, 47] and parameter sweeps [1]),
solutions for more general applications types (e.g., involving irregular communica-
tion patterns) do not exist today. This is unfortunate, as advances in optical network-
ing allow for a much larger class of distributed (Jungle Computing) applications to
run efficiently [53].

We ascribe this rather limited use of grids and other distributed systems—or the
lack of efficient and transparent programming models—to the intrinsic complexities
of distributed (Jungle) computing systems. Programmers often are required to use
low-level programming interfaces that change frequently. Also, they must deal with
system- and software heterogeneity, connectivity problems, and resource failures.
Furthermore, managing a running application is hard, because the execution envi-
ronment may change dynamically as resources come and go. All these problems
limit the acceptance of the many distributed computing technologies available to-
day.

In our research we aim to overcome these problems and to drastically simplify the
programming and deployment of distributed supercomputing applications—without
limiting the set of target hardware platforms. Importantly, our philosophy is that Jun-
gle Computing applications should be developed on a local workstation and simply
be launched from there. This philosophy directly leads to a number of fundamental
requirements underlying the notion of Jungle Computing. In the following we will
give a high-level overview of these requirements and indicate how these require-
ments are met with in our Ibis distributed programming system.

8.3.1 Requirements

The abovementioned general requirements of transparency and efficiency are un-
equal quantities. The requirement of transparency decides whether an end-user is
capable of using a Jungle Computing System at all, while the requirement of effi-
ciency decides whether the use is sufficiently satisfactory. In the following we will
therefore focus mainly on the transparency requirements. We will simply assume
that, once the requirement of transparency is fulfilled, efficiency is a derived prop-
erty that can be obtained a.o. by introducing “intelligent” optimization techniques,
application domain-specific knowledge, etc.

In our view, for full transparency, the end-user must be shielded from all issues
that complicate the programming and use of Jungle Computing Systems in compar-
ison with the programming and use of a desktop computer. To this end, methodolo-
gies must be available that provide transparent support for:
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• Resource independence. In large-scale Jungle Computing Systems heterogeneity
is omnipresent, to the effect that applications designed for one system are gen-
erally guaranteed to fail on others. This problem must be removed by hiding the
physical characteristics of resources from end-users.

• Middleware independence and interoperability. As many resources already have
at least one middleware installed, Jungle Computing applications must be able
to use (or: interface with) such local middlewares. To avoid end-users having to
implement a different interface for each local middleware (and to enhance porta-
bility), it is essential to have available a single high-level interface on top of all
common middleware systems. As multiple distributed resources may use differ-
ent middlewares, some form of interoperability between these middlewares must
be ensured as well.

• Robust connectivity and globally unique resource naming. Getting distributed ap-
plications to execute at all in a Jungle Computing System is difficult. This is
because firewalls, transparent renaming of IP addresses, and multihoming (ma-
chines with multiple addresses) can severely complicate or limit the ability of
resources to communicate. Moreover, in many cases no direct connection with
certain machines is allowed at all. Despite solutions that have been provided for
firewall issues (e.g., NetIbis [10], Remus [46]), integrated solutions must be made
available that remove connectivity problems altogether. At the same time, and in
contrast to popular communication libraries such as MPI, each resource must be
given a globally unique identifier.

• Malleability. In a Jungle Computing System, the set of available resources may
change, e.g., because of reservations ending. Jungle Computing software must
support malleability, correctly handling resources joining and leaving.

• System-level fault-tolerance. Given the many independent parts of a large-scale
Jungle Computing System, the chance of resource failures is high. Jungle Com-
puting software must be able to handle such failures in a graceful manner. Fail-
ures should not hinder the functioning of the entire system, and failing resources
should be detected and, if needed (and possible), replaced.

• Application-level fault-tolerance. The capacity of detecting resource failures, and
replacing failed resources, is essential functionality for any realistic Jungle Com-
puting System. However, this functionality in itself cannot guarantee the correct
continuation of running applications. Hence, restoring the state of applications
that had been running on a failed resource is a further essential requirement. Such
functionality is generally to be implemented either in the application itself or in
the runtime system of the programming model with which an application is im-
plemented. Support for application-level fault-tolerance in the lower levels of the
software stack can be limited to failure detection and reporting.

• Parallelization. For execution on any Jungle Computing system, it is generally
up to the programmer to identify the available parallelism in a problem at hand.
For the programmer—generally a domain expert with limited or no expertise in
distributed supercomputing—this is often an insurmountable problem. Clearly,
programming models must be made available that hide most (if not all) of the
inherent complexities of parallelization.
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• Integration with external software. It is unrealistic to assume that a single all-
encompassing software system would adhere to all needs of all projected users.
In many scientific research domains there is a desire for integrating “black box”
legacy codes, while the expertise or resources to rewrite such codes into a newly
required format or language are lacking. Similarly, it is essential to be able to
integrate system-level software (e.g., specialized communication libraries) and
architecture-specific compute kernels (e.g., CUDA-implemented algorithms for
GPU-execution). While such “linking up” with existing and external software
partially undermines our “write-and-go” philosophy, this property is essential for
a software system for Jungle Computing to be of any use to general scientific
researchers.

Our list of requirements is by no means complete; it merely consists of a minimal
set of methodologies that—in combination—fulfill our high-level requirement of
transparency. Further requirements certainly also exist, including support for co-
allocation, security, large-scale distributed data management, noncentralized con-
trol, runtime adaptivity, the handling of quality-of-service (QoS) constraints, and
runtime monitoring and visualization of application behavior. These are secondary
requirements, however, and are not discussed further in this chapter.

8.4 Ibis

The Ibis platform (see also www.cs.vu.nl/ibis/) aims to combine all of the stated fun-
damental methodologies into a single integrated programming system that applies
to any Jungle Computing System (see Fig. 8.2). Our open-source software system
provides high-level, architecture- and middleware-independent interfaces that allow
for (transparent) implementation of efficient applications that are robust to faults
and dynamic variations in the availability of resources. To this end, Ibis consists
of a rich software stack that provides all functionality that is traditionally associ-
ated with programming languages and communication libraries on the one hand
and operating systems on the other. More specifically, Ibis offers an integrated, lay-
ered solution, consisting of two subsystems: the High-Performance Programming
System and the Distributed Deployment System.

8.4.1 The Ibis High-Performance Programming System

The Ibis High-Performance Programming System consists of (1) the IPL, (2) the
programming models, and (3) SmartSockets, described below.

(1) The Ibis Portability Layer (IPL): The IPL is at the heart of the Ibis High-
Performance Programming System. It is a communication library which is written
entirely in Java, so it runs on any platform that provides a suitable Java Virtual
Machine (JVM). The library is typically shipped with an application (as Java jar

http://www.cs.vu.nl/ibis/
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Fig. 8.2 Integration of the
required methodologies in the
Ibis software system. See also
http://www.cs.vu.nl/ibis/

files) such that no preinstalled libraries need to be present at any destination ma-
chine. The IPL provides a range of communication primitives (partially comparable
to those provided by libraries such as MPI), including point-to-point and multicast
communication, and streaming. It applies efficient protocols that avoid copying and
other overheads as much as possible, and uses bytecode rewriting optimizations for
efficient transmission.

To deal with real-world Jungle Computing Systems, in which resources can crash
and can be added or deleted, the IPL incorporates a globally unique resource naming
scheme and a runtime mechanism that keeps track of the available resources. The
mechanism, called Join-Elect-Leave (JEL [13]), is based on the concept of signal-
ing, i.e., notifying the application when resources have Joined or Left the compu-
tation. JEL also includes Elections, to select resources with a special role. The IPL
contains a centralized implementation of JEL, which is sufficient for static (closed-
world) programming models (like MPI), and a more scalable distributed implemen-
tation based on gossiping.

The IPL has been implemented on top of the socket interface provided by the
JVM and on top of our own SmartSockets library (see below). Irrespective of the
implementation, the IPL can be used “out of the box” on any system that provides a
suitable JVM. In addition, the IPL can exploit specialized native libraries, such as a
Myrinet device driver (MX) if it exists on the target system. Further implementations
of the IPL exist, on top of MPI, and on the Android smart phone platform.

(2) Ibis Programming Models: The IPL can be (and has been) used directly to
write applications, but Ibis also provides several higher-level programming models
on top of the IPL, including (1) an implementation of the MPJ standard, i.e., an
MPI version in Java, (2) Satin, a divide-and-conquer model, described below, (3)
Remote Method Invocation (RMI), an object-oriented form of Remote Procedure
Call, (4) Group Method Invocation (GMI), a generalization of RMI to group com-

http://www.cs.vu.nl/ibis/


176 F.J. Seinstra et al.

munication, (5) Maestro, a fault-tolerant and self-optimizing data-flow model, and
(6) Jorus, a user transparent parallel programming model for multimedia applica-
tions discussed in Sect. 8.6.

Arguably, the most transparent model of these is Satin [60], a divide-and-conquer
system that automatically provides fault-tolerance and malleability. Satin recur-
sively splits a program into subtasks and then waits until the subtasks have been
completed. At runtime a Satin application can adapt the number of nodes to the
degree of parallelism, migrate a computation away from overloaded resources, re-
move resources with slow communication links, and add new resources to replace
resources that have crashed. As such, Satin is one of the few systems that provides
transparent programming capabilities in dynamic systems.

(3) SmartSockets: To run a parallel application on multiple distributed resources,
it is necessary to establish network connections. In practice, however, a variety of
connectivity problems exists that make communication difficult or even impossi-
ble, such as firewalls, Network Address Translation (NAT), and multihoming. It is
generally up to the application user to solve such connectivity problems manually.

The SmartSockets library aims to solve connectivity problems automatically,
with little or no help from the user. SmartSockets integrates existing and novel solu-
tions, including reverse connection setup, STUN, TCP splicing, and SSH tunneling.
SmartSockets creates an overlay network by using a set of interconnected support
processes, called hubs. Typically, hubs are run on the front-end of a cluster. Using
gossiping techniques, the hubs automatically discover to which other hubs they can
establish a connection. The power of this approach was demonstrated in a worldwide
experiment: in 30 realistic scenarios SmartSockets always was capable of establish-
ing a connection, while traditional sockets only worked in six of these [30].

Figure 8.3 shows an example using three cluster systems. Cluster A is open and
allows all connections. Cluster B uses a firewall that only allows outgoing connec-
tions. In cluster C only the front-end machine is reachable. No direct communication
is possible between the nodes and the outside world. By starting a hub on each of
the front-end machines and providing the location of the hub on cluster A to each of
them, the hubs will automatically connect as shown in Fig. 8.3. The arrows between

Fig. 8.3 Example connection setup with SmartSockets
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the hubs depict the direction in which the connection can be established. Once a
connection is made, it can be used in both directions.

The nodes of the clusters can now use the hubs as an overlay network when no
direct communication is possible. For example, when a node of cluster B tries to
connect to a node of cluster A, a direct connection can immediately be created.
A connection from A to B, however, cannot be established directly. In this case,
SmartSockets will use the overlay network to exchange control messages between
the nodes to reverse the direction of connection setup. As a result, the desired (direct)
connection between the nodes of A and B can still be created. The nodes of cluster
C are completely unreachable from the other clusters. In this case SmartSockets will
create a virtual connection, which routes messages over the overlay network.

The basic use of SmartSockets requires manual initialization of the network of
hubs. This task, however, is performed automatically and transparently by IbisDe-
ploy, our top-level deployment system, described in the next section.

8.4.2 The Ibis Distributed Deployment System

The Ibis Distributed Application Deployment System consists of a software stack
for deploying and monitoring applications, once they have been written. The soft-
ware stack consists of (1) the JavaGAT, (2) IbisDeploy, and (3) Zorilla.

(1) The Java Grid Application Toolkit (JavaGAT): Today, distributed system
programmers generally have to implement their applications against a grid mid-
dleware API that changes frequently, is low-level, unstable, and incomplete [33].
The JavaGAT solves these problems in an integrated manner. JavaGAT offers high-
level primitives for developing and running applications, independent of the mid-
dleware that implements this functionality [51]. The primitives include access to
remote data, start remote jobs, support for monitoring, steering, user authentication,
resource management, and storing of application-specific data. The JavaGAT uses
an extensible architecture, where adaptors (plugins) provide access to the different
middlewares.

The JavaGAT integrates multiple middleware systems with different and incom-
plete functionality into a single, consistent system, using a technique called intel-
ligent dispatching. This technique dynamically forwards application calls on the
JavaGAT API to one or more middleware adaptors that implement the requested
functionality. The selection process is done at runtime and uses policies and heuris-
tics to automatically select the best available middleware, enhancing portability. If
an operation fails, the intelligent dispatching feature will automatically select and
dispatch the API call to an alternative middleware. This process continues until a
middleware successfully performs the requested operation. Although this flexibility
comes at the cost of some runtime overhead, compared to the cost of the operations
themselves, this is often negligible. For instance, a Globus job submission takes
several seconds, while the overhead introduced by the JavaGAT is less than 10 mil-
liseconds. The additional semantics of the high-level API, however, can introduce



178 F.J. Seinstra et al.

some overhead. If a file is copied, for example, the JavaGAT first checks if the desti-
nation already exists or is a directory. These extra checks may be costly because they
require remote operations. Irrespective of these overheads, JavaGAT is essential to
support our “write-and-go” philosophy: it allows programmers to ignore low-level
systems peculiarities and to focus on solving domain-specific problems instead.

The JavaGAT does not provide a new user/key management infrastructure. In-
stead, its security interface provides generic functionality to store and manage se-
curity information such as usernames and passwords. Also, the JavaGAT provides a
mechanism to restrict the availability of security information to certain middleware
systems or remote machines. Currently, JavaGAT supports many different middle-
ware systems, such as Globus, Unicore, gLite, PBS, SGE, KOALA, SSH, GridSAM,
EC2, ProActive, GridFTP, HTTP, SMB/CIFS, and Zorilla.

(2) IbisDeploy: Even though JavaGAT is a major step forward to simplifying ap-
plication deployment, its API still requires the programmer to think in terms of mid-
dleware operations. Therefore, the Ibis Distributed Deployment System provides a
simplified and generic API, implemented on top of the JavaGAT, and an additional
GUI, the IbisDeploy system.

The IbisDeploy API is a thin layer on top of the JavaGAT API that initializes
JavaGAT in the most commonly used ways and that lifts combinations of multiple
JavaGAT calls to a higher abstraction level. For example, if one wants to run a dis-
tributed application written in Ibis, a network of SmartSockets hubs must be started
manually. IbisDeploy takes over this task in a fully transparent manner. Also, to run
(part of) an Ibis application on a remote machine, one of the necessary steps is to
manually upload the actual program code and related libraries to that machine. Ibis-
Deploy transparently deals with such prestaging (and poststaging) actions as well.

The IbisDeploy GUI (see Fig. 8.4) allows a user to manually load resources and
applications at any time. As such, multiple Jungle Computing applications can be
started using the same graphical interface. The IbisDeploy GUI also allows the user
to add new resources to a running application (by providing contact information
such as host address and user credentials), and to pause and resume applications.
All runtime settings can be saved and reused in later experiments.

(3) Zorilla: Most existing middleware APIs lack coscheduling capabilities and
do not support fault tolerance and malleability. To overcome these problems, Ibis
provides Zorilla, a lightweight peer-to-peer middleware that runs on any Jungle
Computing System. In contrast to traditional middleware, Zorilla has no central
components and is easy to set up and maintain. Zorilla supports fault tolerance
and malleability by implementing all functionality using peer-to-peer techniques.
If resources used by an application are removed or fail, Zorilla is capable of au-
tomatically finding replacement resources. Zorilla is specifically designed to easily
combine resources in multiple administrative domains.

A Zorilla system is made up of a collection of nodes running on all resources,
connected by a peer-to-peer network (see Fig. 8.5). Each node in the system is com-
pletely independent and implements all functionality required for a middleware,
including the handling of the submission of jobs, running jobs, storing of files, etc.
Each Zorilla node has a number of local resources. This may simply be the machine
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Fig. 8.4 The IbisDeploy GUI that enables runtime loading of applications and resources (top
middle) and keeping track of running processes (bottom half ). Top left shows a world map of
the locations of available resources; top right shows the SmartSockets network of hubs. See also
http://www.cs.vu.nl/ibis/demos.html

Fig. 8.5 Example Zorilla peer-to-peer resource-pool on top of a Jungle Computing System con-
sisting of two clusters, a desktop grid, a laptop, and cloud resources (e.g., acquired via Amazon
EC2). On the clusters, a Zorilla node is run on the headnode, and Zorilla interacts with the local
resources via the local scheduler. On the desktop grid and the cloud, a Zorilla node is running on
each resource, since no local middleware capable of scheduling jobs is present on these systems

it is running on, consisting of one or more processor cores, memory, and data stor-
age. Alternatively, a node may provide access to other resources, for instance, to all
machines in a cluster. Using the peer-to-peer network, all Zorilla nodes tie together
into one big distributed system. Collectively, nodes implement the required global

http://www.cs.vu.nl/ibis/demos.html
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functionality such as resource discovery, scheduling, and distributed data storage,
all using peer-to-peer techniques.

To create a resource pool, a Zorilla daemon process must be started on each
participating machine. Also, each machine must be given the address of at least one
other machine, to set up a connection. Jobs can be submitted to Zorilla using the
JavaGAT or, alternatively, using a command line interface. Zorilla then allocates the
requested number of resources and schedules the application, taking user-defined
requirements (like memory size) into account. The combination of virtualization
and peer-to-peer techniques thus makes it very easy to deploy applications with
Zorilla.

8.4.3 Ibis User Community

Ibis has been used to run a variety of real-life applications like multimedia com-
puting (see Sect. 8.6), spectroscopic data processing (by the Dutch Institute for
Atomic and Molecular Physics), human brain scan analysis (with the Vrije Uni-
versiteit Medical Center), automatic grammar learning, and many others. Also, Ibis
has been applied successfully in an implementation of the industry-strength SAT4J
SAT-solver. In addition, Ibis has been used by external institutes to build high-level
programming systems, such as a workflow engine for astronomy applications in D-
grid (Max-Planck-Institute for Astrophysics) and a grid file system (University of
Erlangen–Nürnberg), or to enhance existing systems, such as KOALA (Delft Uni-
versity of Technology), ProActive (INRIA), Jylab (University of Patras), and Grid
Superscalar (Barcelona Supercomputer Center). Moreover, Ibis has won prizes in in-
ternational competitions, such as the International Scalable Computing Challenge at
CCGrid 2008 and 2010 (for scalability), the International Data Analysis Challenge
for Finding Supernovae at IEEE Cluster/Grid 2008 (for speed and fault-tolerance),
and the Billion Triples Challenge at the 2008 International Semantic Web Confer-
ence (for general innovation).

8.4.4 Ibis versus the Requirements of Jungle Computing

From the general overview of the Ibis platform it should be clear that our software
system adheres to most (if not all) of the requirements of Jungle Computing intro-
duced in Sect. 8.3. Resource independence is obtained by relying on JVM virtualiza-
tion, while the JavaGAT provides us with middleware independence and interoper-
ability. Robust connectivity and globally unique resource naming is taken care of by
the SmartSockets library and the Ibis Portability Layer (IPL), respectively. The need
for malleability and system-level fault-tolerance is supported by the resource track-
ing mechanisms of the Join-Elect-Leave (JEL) model, which is an integral part of
the Ibis Portability Layer. Application-level fault-tolerance can be built on top of the
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system-level fault-tolerance mechanisms provided by the IPL. For a number of pro-
gramming models, in particular Satin, we have indeed done so in a fully transparent
manner. The need for transparent parallelization is also fulfilled through a number of
programming models implemented on top of the IPL. Using the Satin model, paral-
lelization is obtained automatically for divide-and-conquer applications. Similarly,
using the Jorus model, data parallel multimedia computing applications can be im-
plemented in a fully user transparent manner. Finally, integration with legacy codes
and system-level software is achieved through JNI (Java Native Interface) link ups,
in the case of system level software through so-called adaptor interfaces (plugins).
We will further highlight the linking up with many-core specific compute kernels
implemented using CUDA in Sect. 8.6.

8.5 The Need for Jungle Computing in Scientific Practice

As stated in Sect. 8.1, the scientific community has automated many daily activities,
in particular to speed up the generation of results and to scale up to problem sizes
that better match the research questions at hand. Whether it be in the initial process
of data collection or in later stages including data filtering, analysis, and storage, the
desire for speed and scalability can occur in any phase of the scientific process.

In this section we describe a number of urgent and realistic problems occurring in
four representative science domains: Multimedia Content Analysis, Semantic Web,
Neuroinformatics, and Remote Sensing. Each description focuses on the societal
significance of the domain, the fundamental research questions, and the unavoidable
need for applying Jungle Computing Systems.

8.5.1 Multimedia Content Analysis

Multimedia Content Analysis (MMCA) considers all aspects of the automated ex-
traction of knowledge from multimedia data sets [7, 45]. MMCA applications (both
real-time and offline) are rapidly gaining importance along with recent deployment
of publicly accessible digital TV archives and surveillance cameras in public lo-
cations. In a few years, MMCA will be a problem of phenomenal proportions, as
digital video may produce high data rates, and multimedia archives steadily run into
Petabytes of storage. For example, the analysis of the TRECVID data set [42], con-
sisting of 184 hours of video, was estimated to take over 10 years on a fast sequential
computer. While enormous in itself, this is insignificant compared to the 700,000
hours of TV data archived by the Dutch Institute for Sound and Vision. Moreover,
distributed sets of surveillance cameras generate even larger quantities of data.

Clearly, for emerging MMCA problems, there is an urgent need for speed and
scalability. Importantly, there is overwhelming evidence that large-scale distributed
supercomputing indeed can push forward the state-of-the-art in MMCA. For exam-
ple, in [42] we have shown that a distributed system involving hundreds of mas-
sively communicating resources covering the entire globe indeed can bring efficient
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Fig. 8.6 Real-time (left) and offline (right) distributed multimedia computing. The real-time ap-
plication constitutes a visual object recognition task, in which video frames obtained from a robot
camera are processed on a set of compute clusters. Based on the calculated scene descriptions, a
database of learned objects is searched. Upon recognition the robot reacts accordingly. For this sys-
tem, we obtained a “most visionary research award” at AAAI 2007. A video presentation is avail-
able at http://www.cs.vu.nl/~fjseins/aibo.html. The offline application constitutes our TRECVID
system, in which low-level semantic concepts (e.g., “sky”, “road”, “greenery”) are extracted and
combined into high-level semantic concepts (e.g., “cars driving on a highway”), using the same set
of compute clusters. For this system, we obtained a “best technical demo award” at ACM Multi-
media 2005

solutions for real-time and offline problems (see Fig. 8.6). Notably, our Ibis-based
solution to the real-time problem of Fig. 8.6 has won First Prize in the International
Scalable Computing Challenge at CCGrid in 2008.

8.5.2 Semantic Web

The Semantic Web [23, 49] is a groundbreaking development of the World Wide
Web in which the semantics of information is defined. Through these semantics
machines can “understand” the Web, allowing querying and reasoning over Web in-
formation gathered from different sources. The Semantic Web is based on specifica-
tions that provide formal descriptions of concepts, terms, and relationships within a
given knowledge domain. Examples include annotated medical datasets containing.
e.g., gene sequence information (linkedlifedata.com) and structured information de-
rived from Wikipedia (dbpedia.org).

Even though the Semantic Web domain is still in its infancy, it already faces
problems of staggering proportions [17]. Today, the field is dealing with huge dis-
tributed repositories containing billions of facts and relations (see also Fig. 8.7)—
with an expected exponential growth in the years to come. As current Semantic Web
reasoning systems do not scale to the requirements of emerging applications, it has
been acknowledged that there is an urgent need for a distributed platform for mas-
sive reasoning that will remove the speed and scalability barriers [17]. Notably, our
preliminary work in this direction has resulted in prize-winning contributions to the
Billion Triples Challenge at the International Semantic Web Conference in 2008 [2]
and the International Scalable Computing Challenge at CCGrid in 2010 [48].

http://www.cs.vu.nl/~fjseins/aibo.html
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Fig. 8.7 Visualization of relationships between concepts and terms extracted through automatic
reasoning. As the full dataset is far too large, this example visualization focuses on one term only.
This is a feat in itself, as the filtering out of such data from the full dataset is a complex search
problem. Notably, our prize-winning reasoner is 60 times faster and deals with 10 times more data
than any existing approach

8.5.3 Neuroinformatics

Neuroinformatics encompasses the analysis of experimental neuroscience data for
improving existing theories of brain function and nervous system growth. It is well
known that activity dynamics in neuronal networks depend largely on the pattern
of synaptic connections between neurons [12]. It is not well understood, however,
how neuronal morphology and the local processes of neurite outgrowth and synapse
formation influence global connectivity. To investigate these issues, there is a need
for simulations that can generate large neuronal networks with realistic neuronal
morphologies.

Due to the high computational complexity, existing frameworks (such as NET-
MORPH [27]) can simulate networks of up to a few hundred neurons only (Fig. 8.8,
left). With the human brain having an estimated 100 billion neurons, a vast scaling
up of the simulations is urgent. While the neuroinformatics domain is not new to the
use of supercomputer systems (e.g., the Blue Brain Project [21]), speed and scale
requirements—as well as algorithmic properties—dictate distributed supercomput-
ing at an unprecedented scale. Our preliminary investigation of the NETMORPH
system has shown significant similarities with a specific subset of N -body problems
that require adaptive runtime employment of compute resources. We have ample
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Fig. 8.8 Left: NETMORPH-generated network, with cell bodies, axons, dendrites and synaptic
connections embedded in 3D space. Right: AVIRIS hyperspectral image data, with location of
fires in World Trade Center

experience with such problems [41, 60], which require many of the advanced capa-
bilities of the Ibis system.

8.5.4 Remote Sensing

Remotely sensed hyperspectral imaging is a technique that generates hundreds of
images corresponding to different wavelengths channels for the same area on the
surface of the Earth [20]. For example, NASA is continuously gathering image data
with satellites such as the Jet Propulsion Laboratory’s Airborne Visible-Infrared
Imaging Spectrometer (AVIRIS [22]). The resulting hyperspectral data cubes con-
sist of high-dimensional pixel vectors representing spectral signatures that uniquely
characterize the underlying objects [8]. Processing of these cubes is highly desired
in many application domains, including environmental modeling and risk/hazard
prediction (Fig. 8.8, right).

With emerging instruments generating in the order of 1 Gbit/s (e.g., ESA’s
FLEX [39]), data sets applied in real applications easily approach the petascale
range. Given the huge computational demands, parallel and distributed solutions
are essential, at all levels of granularity. As a result, in the last decade the use of
compute clusters for applications in remote sensing has become commonplace [38].
These approaches are proven beneficial for a diversity of problems, including target
detection and classification [35], and automatic spectral unmixing and endmember
extraction [37]. Depending on the complexity and dimensionality of the analyzed
scene, however, the computational demands of many remote sensing methodologies
still limit their use in time-critical applications. For this reason, there is an emerging
trend in mapping remote sensing functionality onto multi- and many-core hardware
and in combining the resulting compute kernels with existing solutions for clusters
and distributed systems [36].
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8.5.5 A Generalized View

The science domains described above are not unique in their needs for speed and
scalability. These domains are simply the ones for which we have gained experience
over the years. Certainly, and as clearly shown in [3], the list of domains that we
could have included here is virtually endless.

Importantly, however, the set of described domains covers a wide range of appli-
cation types, with some being time-constrained and compute-intensive, and others
being offline and data-intensive. Also, for all of these domains, Jungle Computing
solutions already exist today (at least to a certain extent)—with each using a variety
of distributed computing systems (even at a worldwide scale), and some includ-
ing the use of many-core hardware. As shown in Sect. 8.6, some of these solutions
are implemented purely in Ibis, while others constitute a “mixed-language” solu-
tion with legacy codes and specialized compute kernels being integrated with Ibis
software. As stated, many of these Ibis-implemented solutions have won prizes and
awards at international venues, each for a different reason: speed, scalability, fault-
tolerance, and general innovation. With our ultimate goal of developing transparent
and efficient tools for scientific domain experts in mind, it is relevant to note that
several of these results have been obtained with little or no help from the Ibis team.

This brings us to the reasons for the unavoidable need for using Jungle Com-
puting Systems in these and other domains, as claimed in this chapter. While these
reasons are manyfold, we will only state the most fundamental ones here. First, in
many cases research scientists need to acquire a number of compute nodes that can-
not be provided by a single system alone—either because the problem at hand is too
big, or because other applications are being run on part of the available hardware. In
these cases, concurrently acquiring nodes on multiple systems often is the only route
to success. In other cases, calculations need to be performed on distributed data sets
that cannot be moved—either because of size limitations, or due to reasons of pri-
vacy, copyright, security, etc. In these cases, it is essential to (transparently) move
the calculations to where the data is, instead of vice versa. Furthermore, because
many scientists have to rely on legacy codes or compute kernels for special-purpose
hardware, parts of the processing pipeline may only run on a limited set of available
machines. In case the number of such specialized codes becomes large, acquiring
resources from many different resources simply is unavoidable.

It is important to realize that the use of a variety of distributed resources (certainly
at a worldwide scale) is not an active desire or end-goal of any domain expert. For all
of the above (and other) reasons, research scientists today are simply being forced
into using Jungle Computing Systems. It is up to the field of high-performance and
distributed computing to understand the fundamental research questions underlying
this problem, to develop the fundamental methodologies solving each of these re-
search questions, and to combine these methodologies into efficient and transparent
programming models and tools for end-users.
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8.6 Jungle Computing Experiments

In this section we describe a number of experiments that illustrate the functionality
and performance of the Ibis system. We focus on the domain of Multimedia Content
Analysis, introduced in Sect. 8.5.1. Our discussion starts with a description of an
Ibis-implemented programming model, called Jorus, which is specifically targeted
toward researchers in the MMCA domain [42].

For the bulk of the experiments, we use the Distributed ASCI Supercomputer 3
(DAS-3, www.cs.vu.nl/das3), a five cluster/272-dual node distributed system lo-
cated at four universities in The Netherlands. The clusters are largely homogeneous,
but there are differences in the number of cores per machine, the clock frequency,
and the internal network. In addition, we use a small GPU-cluster, called Lisa, lo-
cated at SARA (Stichting Academisch Rekencentrum Amsterdam). Although the
traditional part of the Lisa cluster is much larger, the system currently has a total of
six Quad-core Intel Xeon 2.50 GHz nodes available, each of which is equipped with
two Nvidia Tesla M1060 graphics adaptors with 240 cores and 4 GBytes of device
memory. Next to DAS-3 and Lisa, we use additional clusters in Chicago (USA),
Chiba and Tsukuba (InTrigger, Japan), and Sydney (Australia), an Amazon EC2
Cloud system (USA, East Region), as well as a desktop grid and a single stand-
alone machine (both Amsterdam, The Netherlands). Together, this set of machines
constitutes a real-world Jungle Computing System as defined earlier. Most of the ex-
periments described below are supported by a video presentation, which is available
at http://www.cs.vu.nl/ibis/demos.html.

8.6.1 High-Performance Distributed Multimedia Analysis with
Jorus

The Jorus programming system is an Ibis-implemented user transparent paralleliza-
tion tool for the MMCA domain. Jorus is the next generation implementation of our
library-based Parallel-Horus system [42], which was implemented in C++ and MPI.
Jorus and Parallel-Horus allow programmers to implement data parallel multime-
dia applications as fully sequential programs. Apart from the obvious differences
between the Java and C++ languages, the Jorus and Parallel-Horus APIs are identi-
cal to that of a popular sequential programming system, called Horus [26]. Similar
to other frameworks [34], Horus recognizes that a small set of algorithmic patterns
can be identified that covers the bulk of all commonly applied multimedia comput-
ing functionality.

Jorus and Parallel-Horus include patterns for functionality such as unary and bi-
nary pixel operations, global reduction, neighborhood operation, generalized convo-
lution, and geometric transformations (e.g., rotation, scaling). Recent developments
include patterns for operations on large datasets and patterns on increasingly im-
portant derived data structures, such as feature vectors. For reasons of efficiency,
all Jorus and Parallel-Horus operations are capable of adapting to the performance

http://www.cs.vu.nl/das3
http://www.cs.vu.nl/ibis/demos.html
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characteristics of the cluster computer at hand, i.e., by being flexible in the partition-
ing of data structures. Moreover, it was realized that it is not sufficient to consider
parallelization of library operations in isolation. Therefore, the programming sys-
tems incorporate a runtime approach for communication minimization (called lazy
parallelization) that automatically parallelizes a fully sequential program at runtime
by inserting communication primitives and additional memory management opera-
tions whenever necessary [43].

Earlier results obtained with Parallel-Horus for realistic multimedia applications
have shown the feasibility of the applied approach, with data parallel performance
consistently being found to be optimal with respect to the abstraction level of mes-
sage passing programs [42]. Notably, Parallel-Horus was applied in earlier NIST
TRECVID benchmark evaluations for content-based video retrieval and played a
crucial role in achieving top-ranking results in a field of strong international com-
petitors [42, 45]. Moreover, and as shown in our evaluation below, extensions to
Jorus and Parallel-Horus that allow for services-based distributed multimedia com-
puting have been applied successfully in large-scale distributed systems, involv-
ing hundreds of massively communicating compute resources covering the entire
globe [42]. Finally, while the current Jorus implementation realizes data parallel ex-
ecution on cluster systems in a fully user transparent manner, we are also working
on a cluster implementation that results in combined data and task parallel execu-
tion [50].

8.6.2 Experiment 1: Fine-Grained Parallel Computing

To start our evaluation of Ibis for Jungle Computing, we first focus on Ibis com-
munication on a single traditional cluster system. To be of any significance for Jun-
gle Computing applications, it is essential for Ibis’ communication performance to
compare well to that of the MPI message passing library—the de facto standard for
high-performance cluster computing applications. Therefore, in this first experiment
we will focus on fine-grained data-parallel image and video analysis, implemented
using our Jorus programming model. For comparison, we also report results ob-
tained for Parallel-Horus (in C++/MPI) [42].

In particular, we investigate the data-parallel analysis of a single video frame in a
typical MMCA application (as also shown in the left half of Fig. 8.6). The applica-
tion implements an advanced object recognition algorithm developed in the Dutch
MultimediaN project [42]. At runtime, so-called feature vectors are extracted from
the video data, each describing local properties like color and shape. The analysis
of a single video frame is a data-parallel task executed on a cluster. When using
multiple clusters, data-parallel calculations over consecutive frames are executed
concurrently in a task-parallel manner.

The Jorus implementation intentionally mimics the original Parallel-Horus ver-
sion as close as possible. Hence, Jorus implements several collective communica-
tion operations, such as scatter, gather, and all-reduce. Other application specific
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communication steps, such as the exchange of nonlocal image data between nodes
(known as BorderExchange) are implemented in a manner resembling point-to-point
communication. More importantly, the Ibis runtime environment has been set up for
closed-world execution, meaning that the number of compute nodes is fixed for the
duration of the application run. This approach voids all of Ibis’ fault-tolerance and
malleability capabilities, but it shows that Ibis can be used easily to mimic any MPI-
style application.

By default, Ibis uses TCP for communication, but the user can indicate which
communication protocol to use. In our experiments the MX (Myrinet Express) pro-
tocol is available for the DAS-3 Myri-10G high-speed interconnects. In the follow-
ing we will therefore report results for four different versions of the multimedia
application using a single physical network: two versions in Java/Ibis (one commu-
nicating over MX and one over TCP) and two versions in C++/MPI (again, one for
each protocol). Of these four versions, the C++/MPI/MX version is expected to be
the fastest, as C++ is perceived to be generally faster than Java and MX is designed
specifically for communication over Myri-10G.

Figure 8.9(a) presents the results for the DAS-3 cluster at the Vrije Universiteit,
obtained for a video frame of size 1024 × 768 pixels. The sequential Java version is
about 20% slower than the sequential C++ version. This performance drop is well
within acceptable limits for a “compile-once, run everywhere” application executing
inside a virtual machine. Also, MX does not significantly outperform TCP. Clearly,
the communication patterns applied in our application do not specifically favor MX.
More importantly, the two Ibis versions are equally fast and show similar speedup
characteristics compared to their MPI-based counterparts.

Further evidence of the feasibility of Ibis for parallel computing is shown in
Fig. 8.9(b). The graph on the left shows the normalized speed of three versions
of the application compared to the fastest C++/MPI/MX version. It shows that the
relative drop in performance is rather stable at 20 to 25%, which is attributed to JVM
overhead. The graph on the right presents the cost of communication relative to the
overall execution time. Clearly, the relative parallelization overheads of Ibis and
MPI are almost identical. These are important results, given the increased flexibility
and much wider applicability of the Ibis system.

8.6.3 Experiment 2: User Transparent MMCA on GPU-Clusters

Essentially, Jorus extends the original sequential Horus library by introducing a thin
layer right in the heart of the small set of algorithmic patterns, as shown in Fig. 8.10.
This layer uses the IPL to communicate image data and other structures among the
different nodes in a cluster. In the most common case, a digital image is scattered
throughout the parallel system, so that each compute node is left with a partial
image. Apart from the need for additional pre- and post-communication steps (such
as the common case of border handling in convolution operations), the sequential
compute kernels as also available in the original Horus system are now applied to
each partial image.
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Fig. 8.9 Results obtained on DAS-3 cluster at Vrije Universiteit, Amsterdam

From a software engineering perspective, the fact that the IPL extensions “touch”
the sequential implementation of the algorithmic patterns in such a minimal way
provides Jorus with the important properties of sustainability and easy extensibility.
In the process of extending Jorus for GPU-based execution, we have obtained a sim-
ilar minimal level of intrusiveness: we left the thin communication layer as it is and
introduced CUDA-based alternatives to the sequential compute kernels that imple-

Fig. 8.10 General overview
of the Jorus system and its
CUDA-based extensions
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Fig. 8.11 (a) Runtimes in seconds for different configurations in the number of CPUs and GPUs;
(b) User-perceived speedup compared to single CPU execution. Results obtained on Lisa cluster,
SARA, Amsterdam

ment the algorithmic patterns (see bottom half of Fig. 8.10). In this manner, Jorus
and CUDA are able to work in concert, allowing the use of multiple GPUs on the
same node and on multiple nodes simultaneously, simply by creating one Jorus pro-
cess for each GPU. In other words, with this approach, we obtain a system that can
execute sequential Jorus applications in data parallel fashion, while exploiting the
power of GPU hardware. The details of the CUDA-implemented compute kernels
are beyond the scope of this chapter and are discussed further in [52].

Our second experiment comprises the computationally demanding problem of
line detection in images and video streams [19]. Although not identical to our ob-
ject recognition problem discussed above, the set of algorithmic patterns applied
in the Jorus implementation is quite similar. We have executed this GPU-enabled
application on the Lisa cluster. In our experiments we use many different configura-
tions, each of which is denoted differently by the number of nodes and CPUs/GPUs
used. For example, measurements involving one compute node and one Jorus pro-
cess are denoted by 1 × 1. Likewise, 4 × 2 means that 4 nodes are used with 2 Jorus
processes executing on each node. For the CUDA-based executions, the latter case
implies the concurrent use of 8 GPUs.

Figure 8.11(a) shows the total runtimes for several configurations using either
CPUs or GPUs for the execution of the original and CUDA-implemented compute
kernels. The presented execution times include the inherently sequential part of the
application, which consists mainly of reading and writing the input and output im-
ages. For CPU-only execution, the execution time reduces linearly; using 8 CPUs
gives a speedup of 7.9. These results are entirely in line with earlier speedup char-
acteristics reported in [44] for much larger cluster systems.

The GPU-extensions to the Jorus system show a dramatic performance improve-
ment in comparison with the original version. Even in the 1 × 1 case, the total
execution time is reduced by a factor of 61.2. The speedup gained from executing
on a GPU cluster, compared to a traditional cluster, clearly demonstrates why tra-
ditional clusters are now being extended with GPUs as accelerators. As shown in
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Fig. 8.11(b), our application executing on 4 nodes with 2 Jorus processes per node,
experiences a speedup of 387 with GPU-extensions. Notably, when using the Jorus
programming model, these speedup results are obtained without requiring any par-
allelization effort from the application programmer.

8.6.4 Experiment 3: Jungle Computing at a World-Wide Scale

After having discussed some the capabilities and performance characteristics of the
Ibis system for traditional cluster systems and emerging GPU-clusters, we will now
turn our attention to the use of Ibis for worldwide execution on a large variety of
computing resources. For this purpose, we reconsider our object recognition prob-
lem of Sect. 8.6.2.

As stated, when using multiple distributed resources, with Jorus it is possible
to concurrently perform multiple data-parallel calculations over consecutive video
frames in a task-parallel manner. This is achieved by wrapping the data parallel
analysis in a multimedia server implementation. At runtime, client applications can
then upload an image or video frame to such a server and receive back a recognition
result. In case multiple servers are available, a client can use these simultaneously
for subsequent image frames, in effect resulting in task-parallel employment of data-
parallel services.

As shown in our demonstration video (see www.cs.vu.nl/ibis/demos.html), we
use IbisDeploy to start a client and an associated database of learned objects on a
local machine and to deploy four data-parallel multimedia servers, each on a differ-
ent DAS-3 cluster (using 64 machines in total). All code is implemented in Java and
Ibis, and compiled on the local machine. No application codes are initially installed
on any other machine.

Our distributed application shows the simultaneous use of multiple Ibis environ-
ments. Whilst the data-parallel execution runs in a closed-world setting, the dis-
tributed extensions are set up for open-world execution to allow resources to be
added and removed at runtime. For this application, the additional use of resources
indeed is beneficial: where the use of a single multimedia server results in a client-
side processing rate of approximately 1.2 frames per second, the simultaneous use
of 2 and 4 clusters leads to linear speedups at the client side with 2.5 and 5 frames/s,
respectively.

We continue the experiment by employing several additional clusters, an Amazon
EC2 cloud, a local desktop grid, and a local standalone machine. With this world-
wide set of machines, we now use a variety of middlewares simultaneously (i.e.,
Globus, Zorilla, and SSH) from within a single application. Although not included
in the demonstration, at a lower video resolution the maximum obtained frame-rate
is limited only by the speed of the camera, meaning that (soft) real-time multimedia
computing at a worldwide scale has become a reality.

When running at this worldwide scale, a variety of connectivity problems is au-
tomatically circumvented by SmartSockets. As almost all of the applied resources

http://www.cs.vu.nl/ibis/demos.html
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Fig. 8.12 Visualization of resources used in a worldwide Jungle Computing experiment, showing
all nodes and the SmartSockets overlay network between these. Nodes marked Z represent Zorilla
nodes running on either a frontend machine or on a resource itself. Nodes marked I represent
instances of a running (Ibis) application

have more than one IP address, SmartSockets automatically selects the appropri-
ate address. Also, SmartSockets automatically creates SSH tunnels to connect with
the clusters in Japan and Australia. These systems would be unreachable otherwise.
Finally, the SmartSockets network of hubs avoids further problems due to firewalls
and NATs. In case we would remove the hub network, we only would have access to
those machines that allow direct connections to and from our client application. As
our client is behind a firewall, two-way connectivity is possible only within the same
administrative domain, which includes the local desktop grid, the standalone ma-
chine, and one of the DAS-3 clusters. Clearly, the absence of SmartSockets would
by-and-large reduce our worldwide distributed system to a small set of local ma-
chines. A visualization of a SmartSockets overlay network is shown in Fig. 8.12.

To illustrate Ibis’ fault-tolerance mechanisms, the video also shows an experi-
ment where an entire multimedia server crashes. The Ibis resource tracking system
notices the crash, and signals this event to other parts of the application. After some
time, the client is notified, to the effect that the crashed server is removed from the
list of available servers. The application continues to run, as the client keeps on
forwarding video frames to all remaining servers.

The demonstration also shows the use of the multimedia servers from a smart-
phone running the Android operating system. For this platform, we have written a
separate Ibis-based client, which can upload pictures taken with the phone’s cam-
era and receive back a recognition result. Running the full application on the smart-
phone itself is not possible due to CPU and memory limitations. Based on a stripped
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down, yet very inaccurate, version that does run on the smartphone, we estimate that
recognition for 1024 × 768 images would take well over 20 minutes. In contrast,
when the smartphone uploads a picture to one of the multimedia servers, it obtains
a result in about 3 seconds. This result clearly shows the potential of Ibis to open up
the field of mobile computing for compute-intensive applications. Using IbisDeploy,
it is even possible to deploy the entire distributed application as described from the
smartphone itself.

8.7 Conclusions and Future Work

In this chapter we have argued that, while the need for speed and scalability in
everyday scientific practice is omnipresent and increasing, the resources employed
by end-users are often more diverse than those contained in a single cluster, grid, or
cloud system. In many realistic scientific research areas, domain experts are being
forced into concurrent use of multiple clusters, grids, clouds, desktop grids, stand-
alone machines, and more. Writing applications for such Jungle Computing Systems
has become increasingly difficult, in particular with the integration of many-core
hardware technologies.

The aim of the Ibis platform is to drastically simplify the programming and de-
ployment of Jungle Computing applications. To achieve this, Ibis integrates solu-
tions to many of the fundamental problems of Jungle Computing in a single modular
programming and deployment system, written entirely in Java. Ibis has been used
for many real-world Jungle Computing applications and has won awards and prizes
in very diverse international competitions.

Despite the successes, and the fact that—to our knowledge—Ibis is the only inte-
grated system that offers an efficient and transparent solution for Jungle Computing,
further progress is urgent for Ibis to become a viable programming system for every-
day scientific practice. One of the foremost questions to be dealt with is whether it is
possible to define a set of fundamental building blocks that can describe any Jungle
Computing application. Such building blocks can be used to express both generic
programming models (e.g., pipelining, divide-and-conquer, MapReduce, SPMD),
and domain-specific models (e.g., the Jorus model described earlier). A further ques-
tion is whether all of these models indeed can yield efficient execution on various
Jungle Computing Systems. In relation to this is the question whether it is possi-
ble to define generic computational patterns that can be reused to express a variety
of domain-specific programming models. The availability of such generic patterns
would significantly enhance the development of new programming models for un-
explored scientific domains.

As we have shown in Sect. 8.6.3, multiple kernels with identical functionality but
targeted at different platforms (referred to as equi-kernels) often are available. Such
kernels are all useful, e.g., due to different scalability characteristics or ad hoc hard-
ware availability. Therefore, an important question is how to transparently integrate
(multiple) domain-specific kernels with Jungle Computing programming models
and applications. Moreover, how do we transparently decide to schedule a specific



194 F.J. Seinstra et al.

kernel when multiple equi-kernels can be executed on various resources? Initially,
it would be sufficient to apply random or heuristic-based approaches. For improved
performance, however, further solutions must be investigated, including those that
take into account the potential benefits of coalescing multiple subsequent kernels,
and scheduling these as a single kernel.

Mapping kernels to resources is a dynamic problem. This is because resources
may be added or removed, and the computational requirements of kernels may fluc-
tuate over time. Moreover, the mapping may have to take into account optimization
under multiple, possibly conflicting, objectives (e.g., speed, productivity, financial
costs, energy use). Hence, a further research question is to what extent it is possible
to provide runtime support for transparent and dynamic remapping and migration of
compute kernels in Jungle Computing Systems. Also, what basic metrics do we need
for making self-optimization decisions, and how can we apply these using existing
theories of multiobjective optimization?

Despite the need for solutions to all of these (and other) fundamental research
questions, the Ibis system was shown to adhere to most (if not all) of the necessary
requirements of Jungle Computing introduced in Sect. 8.3. As a result, we conclude
that Jungle Computing is not merely a visionary concept; with Ibis, we already de-
ploy Jungle Computing applications on a worldwide scale virtually every day. Any-
one can do the same: the Ibis platform is fully open source and can be downloaded
for free from http://www.cs.vu.nl/ibis.
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Chapter 9
Application-Level Interoperability Across Grids
and Clouds

Shantenu Jha, Andre Luckow, Andre Merzky,
Miklos Erdely, and Saurabh Sehgal

Abstract Application-level interoperability is defined as the ability of an applica-
tion to utilize multiple distributed heterogeneous resources. Such interoperability is
becoming increasingly important with increasing volumes of data, multiple sources
of data as well as resource types. The primary aim of this chapter is to understand
different ways in which application-level interoperability can be provided across
distributed infrastructure. We achieve this by (i) using the canonical wordcount ap-
plication, based on an enhanced version of MapReduce that scales-out across clus-
ters, clouds, and HPC resources, (ii) establishing how SAGA enables the execution
of wordcount application using MapReduce and other programming models such
as Sphere concurrently, and (iii) demonstrating the scale-out of ensemble-based
biomolecular simulations across multiple resources. We show user-level control of
the relative placement of compute and data and also provide simple performance
measures and analysis of SAGA–MapReduce when using multiple, different, het-
erogeneous infrastructures concurrently for the same problem instance. Finally, we
discuss Azure and some of the system-level abstractions that it provides and show
how it is used to support ensemble-based biomolecular simulations.
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9.1 Introduction

There are numerous scientific applications that either currently utilize or need to uti-
lize data and resources distributed over vast heterogeneous infrastructures and net-
works with varying speeds and characteristics. Many distributed frameworks are,
however, designed with infrastructures; dependence and tight-coupling to specific
resource types and technology, in a heterogeneous distributed environment, is not
an optimal design choice. In order to leverage the flexibility of distributed systems
and to gain maximum runtime performance, applications must shed their depen-
dence on single infrastructure for all of their computational and data processing
needs. For example, the Sector/Sphere data cloud is exclusively designed to support
data-intensive computing on high-speed networks, while other distributed file sys-
tems like GFS/HDFS assume limited bandwidth among infrastructure nodes [11,
20]. Thus, for applications to efficiently utilize heterogeneous environments, ab-
stractions must be developed for the efficient utilization of and orchestration across
such distinct distributed infrastructure.

In addition to issues of performance and scale addressed in the previous para-
graph, the transition of existing distributed programming models and applications
to emerging and novel distributed infrastructure must be as seamless and as nondis-
ruptive as possible. A fundamental question at the heart of all these considerations
is the question of how scientific applications can be developed so as to utilize as
broad a range of distributed systems as possible, without vendor lock-in, yet with
the flexibility and performance that scientific applications demand.

We define Application Level Interoperability (ALI) as a feature that arises, when
other than say compiling, there are no further changes required of the application to
utilize a new platform. If service-level interoperability can be considered as weak
interoperability, ALI can be considered to be strong interoperability. The complex-
ity of providing ALI varies and depends upon the application under consideration.
For example, it is somewhat easier for simple “distribution-unaware” applications to
utilize multiple heterogeneous distributed environments than for applications where
multiple distinct and possibly distributed components need to coordinate and com-
municate.

The Case for Application-Level Interoperability ALI is not only of theoreti-
cal interest. There exist many applications which involve large volumes of data on
distributed heterogeneous resources. For example, the Earth-Science Grid involves
peta- to exa-bytes of data, and one thus cannot move all data (given current transfer
capabilities), nor compute at a centralized location. Thus there is an imperative to
operate on the data in situ, which in turn involves computation across heterogeneous
distributed platforms as part of the same application.

In addition, there exist a wide range of applications that have decomposable but
heterogeneous computational tasks. It is conceivable that some of these tasks are
better suited for traditional grids, whilst some are better placed in cloud environ-
ments. The LEAD application, as part of the VGrADS project provides a prominent
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example.1 Due to different data-compute affinity requirement amongst the tasks,
some workers might be better placed on a cloud [1], whilst some may optimally
be located on regular grids. Complex dependencies and interrelationships between
subtasks make this often difficult to determine before runtime.

Last, but not least, in the rapidly evolving world of clouds, there is as of yet little
business motivation for cloud providers to define, implement, and support new/stan-
dard interfaces. Consequently, there is a case to be made that by providing ALI, such
barriers can be overcome, and cross-cloud applications can be easily achieved.

Ideally, an application can utilize any PM, and any PM should be executable on
any underlying infrastructure. However, an application maybe better suited to a spe-
cific PM; similarly, a specific PM maybe optimized for a specific infrastructure. But
where this is not necessarily the case, or more importantly, where/when different
application or PM can utilize “nonnative” infrastructure, mix and match across the
layers of application, PM and infrastructure should be supported. Currently, many
programming models and abstractions are tied to a specific back-end infrastruc-
ture. For example, Google’s MapReduce, which is tied to Google’s file system, or
Sphere [21], which is linked to the Sector file system. Thus there is a need to inves-
tigate interoperability of different programming models for the same application on
different systems.

In our effort to understand these issues, to establish and investigate ALI, we
will work with MapReduce and an application based on MapReduce, the canon-
ical wordcount application. We use SAGA, “Simple API for Grid Applications”
(see Sect. 9.2), as the programming system. In Ref. [30], for example, we im-
plemented a simple MapReduce-based wordcount application using SAGA. We
demonstrated that the SAGA-based implementation is infrastructure independent,
whilst still providing control over deployment, distribution, and runtime decom-
position. We demonstrated that SAGA–MapReduce is interoperable on traditional
(grids) and emerging (clouds) distributed infrastructure concurrently and coopera-
tively toward a solution of the same problem instance. Our approach was to use the
same instance of the wordcounting problem, by using different worker distributions
over clouds and grid systems.

A primary focus of this chapter is to build upon and use SAGA-based MapRe-
duce as an exemplar to discuss multiple levels and types of interoperability that
can exist between grids and clouds. We will also show that our approach to ALI
helps break the coupling between programming models and infrastructure on the
one hand, whilst providing empirically driven insight about the performance of an
application with different programming models.

This chapter is structured as follows: Sect. 9.2 gives a short overview over those
SAGA extensions which enable specifically the ALI work discussed in this paper.
Sect. 9.3 describes our SAGA–MapReduce implementation. Section 9.4 discusses
the different levels of ALI we are demonstrating in this paper, with more details on
the experiments in Sect. 9.5. We change the focus to a more traditional compute-
intensive applications in Sect. 9.6; although very commonly used and needed, it

1http://vgrads.rice.edu/presentations/VGrADS_overview_SC08pdf.pdf

http://vgrads.rice.edu/presentations/VGrADS_overview_SC08pdf.pdf
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still remains a challenge to effectively utilize multiple resources for the effective so-
lution of ensemble-based simulations. This provides the motivation for our work in
Sect. 9.6. In Sect. 9.7, we discuss Azure in the context of ensemble-based biomolec-
ular simulations. Section 9.8 concludes the chapter with a discussion of the results.

9.2 SAGA

The SAGA [23, 32] programming system provides a high-level API that forms a
simple, standard, and uniform interface for the most commonly required distributed
functionality. SAGA can be used to program distributed applications [2, 3] or tool-
kits to manage distributed applications [27], as well as implement abstractions that
support commonly occurring programming, access, and usage patterns.

Figure 9.1 provides an overview of the SAGA programming system’s architec-
ture. The SAGA API covers job submission, file access and transfer, and logical file
management. Additionally there is support for Checkpoint and Recovery (CPR),
Service Discovery (SD), and other areas. The API is implemented in C++ and Java,
with Python supported as a wrapper. saga_core is the main library, which provides
dynamic support for runtime environment decision making through loading rele-
vant adaptors. We will not discuss SAGA internals here; details can be found else-
where [4, 23].

Fig. 9.1 The SAGA runtime engine dynamically dispatches high-level API calls to a variety of
middlewares
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9.2.1 Interfacing SAGA to Grids and Clouds

SAGA was originally developed primarily for compute-intensive grids. Ref. [30]
demonstrated that in spite of its original design constraints, SAGA can be used to
develop data-intensive applications in diverse distributed environments, including
clouds. This is in part due to the fact that, at least on application level, much of
the “distributed functionality” required for data-intensive applications remains the
same. How the respective functionality for grid systems and for EC2-based cloud
environments is provided in SAGA is also documented in [30]. Based on those
experiences, we added another backend to the set, which allows one to extend the
range of backend architectures available to SAGA-C++ to Sector–Sphere [21].

Sector–Sphere Adaptors: Design and Implementation

Sector and Sphere is a cloud framework specifically designed for writing appli-
cations able to utilize the stream processing paradigm. Sector is a distributed file
system that manages data across physical compute nodes at the file level and pro-
vides the infrastructure to manipulate data in the cloud. Sphere, on the other hand,
provides the framework to utilize the stream processing paradigm for processing
the data residing on Sector. The Sphere system is composed of Sphere Processing
Engines (SPEs) running on the same physical nodes as the Sector file system.

Applications that utilize the stream processing paradigm define a single com-
mon function (aka kernel) that is applied to segments of a given data set. When the
application invokes Sphere to process data on Sector, the Sphere system retrieves
the stream of data, segments the data, and assigns chunks of these segments to the
available SPEs for processing.

Sphere allows the user to encode the kernel function in a dynamically linked
library written against the Sphere APIs. The SPEs apply this user-defined function
to its assigned segments and write the processing results back to files in Sector. This
stream of output files can be retrieved by the user from Sector after the processing
is complete.

SAGA Adaptor Overhead We execute a simple experiment to measure the over-
head introduced by submitting Sphere jobs and Sector file operations through
SAGA. The used sample Sphere kernel function accepts a buffer of text and uti-
lizes the Sphere framework to hash words into Sphere buckets, using the first letter
as the key. One gigabyte of text data was uploaded to the Sector file system for this
test. Furthermore, traces were implemented in the adaptors to measure the exact
time spent in SAGA processing and translation before the raw Sphere APIs were
called. As seen in Table 9.1, the SAGA overhead is, if compared to the overall exe-
cution time of the application, negligible. This makes SAGA an excellent platform
to compare Sphere with other distinct programming models.
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Table 9.1 Adaptor overhead measurements from processing 8 GBs of data with 8 SPEs running
the wordcount application on 8 physical nodes on Poseidon (a LONI cluster). All times are in
minutes, aggregated from 10 runs

Vanilla Sphere SAGA–Sphere Adaptor overhead

Mean 3.2 4.1 0.43

Stdev 0.5 1.2 0.07

Thanks to the low overhead of developing SAGA adaptors, we were able to im-
plement the Sector file adaptor and the Sphere job adaptor for applications to uti-
lize the stream processing paradigm through SAGA. The enhancement of SAGA–
MapReduce, along with the implementation of the Sector/Sphere adaptors naturally
gives us the opportunity to compare and study these two distinct programming mod-
els.

9.3 SAGA-Based MapReduce

Given its relevance [30], we choose the SAGA–MapReduce implementation to com-
pare both, different backend systems (grids, clouds, and clusters) and different pro-
gramming models (master/slave, Sector–Sphere streams). A simple wordcount ap-
plication on top of SAGA–MapReduce has been used as a close-to-reality test case
and is described in Sect. 9.5.

9.3.1 SAGA–MapReduce Implementation

Our implementation of SAGA–MapReduce interleaves the core MapReduce logic
with explicit instructions on where processes are to be scheduled. The advantage of
this approach is that our implementation is no longer bound to run on a system pro-
viding the appropriate semantics originally required by MapReduce and is portable
to a broader range of generic systems as well. The drawback is that it is more com-
plicated to extract performance, as some system level semantics has to be recreated
in application space (i.e., on SAGA or SAGA–MapReduce) level. The fact that the
implementation is single threaded proved to be the primary current performance in-
hibitor. However, none of these complexities are exposed to the end-user, as they
remain hidden within the framework.

SAGA–MapReduce exposes a simple interface which provides the complete
functionality needed by any MapReduce algorithm, while hiding the more com-
plex functionality, such as chunking of the input, sorting the intermediate results,
launching and coordinating the workers, etc.—these are generically implemented
by the framework. The application consists of two independent processes, a master
and worker processes. The master process is responsible for:
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• launching all workers for the map and reduce steps, as described in a configura-
tion file provided by the user; and

• coordinating the workers, chunking of the data, assigning the input data to the
workers of the map step, handling the intermediate data files produced by the
map step, passing the location of the sorted output files to the workers of the
reduce step.

When launching a job, the master is the executable run by the client itself, which
means that the resource from which the client program is run determines from where
the master will be available. A MapReduce job is specified by a JobDescription
object in which the user sets the Mapper and Reducer classes, input and output
paths and formats. The used InputFormat creates the logical partitions of the input
data for the master which information is then sent to idle workers. A RawRecord-
Reader implementation is responsible for interpreting an InputChunk and providing
a record iterator for the Mapper. It is possible to support any kind of data source for
which a record-oriented view makes sense by writing a custom RawRecordReader.
The output from the Mapper is further processed by the Partitioner which assigns
emitted key/value pairs from the Mapper to reducers. Finally, a RawRecordWriter
writes output data to files. Custom RawRecordWriter and Partitioner classes can be
also implemented to suit the application’s needs.

The master process is readily available to the user and needs no modification for
different map and reduce functions to execute. The worker processes get assigned
work either from the map or the reduce step. The functionality for the different
steps have to be provided by the user, which means that the user has to write two
C++ functions implementing the respective MapReduce kernels.

Both the master and the worker processes use the SAGA-API as an abstract in-
terface to the used infrastructure, making the application portable between different
architectures and systems. The worker processes are launched using the SAGA job
package, allowing the jobs to launch either locally, on Globus/GRAM backends,
on EC2 instances, through SSH or on a Condor pool. The communication between
the master and workers is ensured by using the SAGA advert package, abstract-
ing an information database in a platform-independent way, and the SAGA stream
package, abstracting streaming data access between network endpoints. The master
creates logical partitions of the data (referred to as chunking, analogous to Google’s
MapReduce), so the data-set does not have to be split and distributed manually. The
input data can be located on any file system supported by SAGA, such as the local
file system or a distributed file system like HDFS or KFS [15].

9.3.2 Enhancing SAGA-Based MapReduce Performance

The performance enhancements to the SAGA–MapReduce implementation as dis-
cussed in [30] are based on two important changes: (i) rearranging the shuffle phase
and (ii) using a serialized binary format instead of plain text for intermediate data
storage (also available as an input and output format). The first change means that,
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instead of having the master merge and then sorting the intermediate data by key
before entering the reduce phase, the workers buffer key/value pairs from the map
phase and store them in sorted order on disk, doing an in-memory sort before writ-
ing. Also, since intermediate key/value pairs from a map worker are already sorted,
the reduce workers need to only merge these pairs coming from different map work-
ers while applying the user-defined reduce function to the merged intermediate key
and value list. The second enhancement applies to the storage of the intermediate
key/value pairs in a so-called sequence file format. This file format allows storing
of serialized key/value objects which can be read and merged much faster in the re-
duce phase than text data, as there is no need for costly parsing. We used the Google
Protocol Buffers library for implementing serialization [5]. The processing of input
and output key/value pairs is further enhanced by minimizing unnecessary memory
I/O operations using a zero-copy scheme.

9.3.3 SAGA–MapReduce Set-Up

As with any application which concurrently spans multiple diverse resources or
infrastructures, the coordination between the different application components be-
comes challenging. The SAGA–MapReduce implementation uses the SAGA advert
API for that task and can thus limit the a priori information needed for bootstrap-
ping the application: the compute clients (workers) require (i) the contact address of
the used advert service instance and (ii) a unique worker ID to register with in that
advert service, so that the master can start to assign work items. Both information
are provided by the master via command line parameters to the worker, at startup
time.

The master application requires the following additional information: (i) a set of
resources where the workers can execute, (ii) the location of the input data, (iii) the
target location for the output data, and (iv) the contact point for the advert service
for coordination and communication.

In a typical configuration, for example, three worker instances could be started:
the first could be started via GRAM and PBS on qb.teragrid.org, the second on a pre-
instantiated EC2 image (instance-id i-760c8c1f), and the third on a dynamically
deployed EC2 instance (no instance id given). Note that the startup times for the
individual workers may vary over several orders of magnitudes, depending on the
PBS queue waiting time and VM startup time. The MapReduce master will start to
utilize workers as soon as they are able to register themselves and so will not wait
until all workers are available. That mechanism both minimizes time-to-solution and
maximizes resilience against worker loss. A simple parameter controls the number
of workers created on each compute node; as we will see by varying this parameter,
the chances are good that compute and communication times can be interleaved and
that the overall system utilization can increase (especially in the absence of precise
knowledge of the execution system).
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9.4 Application Level Interoperability: Three-Levels

The motivation of ALI across multiple, heterogeneous, and distributed resources
follows from large-scale scientific applications, such as the Earth Science Grid and
LEAD. However for simplicity of treatment and to focus on the levels of interop-
erability, we will use a simple, self-contained application that has also become the
canonical MapReduce application driver, wordcount.

9.4.1 Interoperability Types

Using the wordcount application, we will demonstrate three types of application
level interoperability. We outline them here:

Type I: Application Interoperability via Adaptors

As discussed, SAGA provides the ability to load a wide range of system-specific
adaptors dynamically. Thus a simple form of interoperability, possibly specific to
applications developed using SAGA, is that an application can use any distributed
systems without changes to the application, thus experiencing cloud–cloud or grid–
cloud interoperability. We refer to this as Type I interoperabilty.

Thanks to the relative simplicity of developing SAGA adaptors, SAGA has been
successfully interfaced to three cloud systems: Amazon’s EC2, Eucalyptus [18]
(a local installation of Eucalyptus at LSU), and Nimbus [6]; and also to a multi-
tude of grid-based environments, including TeraGrid, Loni, and NGS. SAGA-based
applications are thus inherently able to utilize this form of ALI.

Type II: Application Interoperability Using Programming Models

Interoperability at a higher level than adaptors is both possible and often desirable.
An application can be considered interoperable if it is able to switch between back-
end specific programming models. We will discuss an example where the wordcount
application is implemented so that it can utilize either a Sector–Sphere framework
via SAGA for the OCC backend, or the SAGA–MapReduce framework for generic
grid and cloud backends.

Type III: Application Interoperability Using Different Programming Models
for Concurrent Execution

At another level, an application can also be considered interoperable when it
executes multiple programming models concurrently over diverse backends. We
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demonstrate that a wordcount application uses both Sector–Sphere and SAGA–
MapReduce when spanning multiple backends. The challenges of having different
parts of an application execute concurrently; using different programming models is
conceptually different to loading different adaptors concurrently. Thus we describe
this as a separate type of interoperability.

9.4.2 Experimental Setup

Simulations were performed on shared TeraGrid-LONI (Louisiana Optical Network
Initiative) [7] resources running Globus and SSH; on GumboGrid, a small cluster at
LSU running Eucalyptus; on Amazon’s EC2; on a bare 50-node cluster of the Hun-
garian Academy of Sciences; and on the OCC testbed [8] running Sector–Sphere.
Jobs are started via the respectively available middlewares, via SAGA’s job API.
Data exchange is either performed via streams or via SAGA’s file transfer API,
which can dynamically switch between the various available protocols.

For cloud environments, we support the runtime configuration of VM instances
by staging a preparation script to the VM after its creation and executing it with root
permissions. In particular for apt-get Linux distribution, the post-instantiation soft-
ware deployment is actually fairly painless but naturally adds a significant amount of
time to the overall VM startup (which encourages the use of preconfigured images).

For experiments in this paper, we prepared custom VM images with preinstalled
prerequisites. We utilize preparation scripts solely for some fine tuning of param-
eters: for example, to deploy custom saga.ini files or to ensure the finalization of
service startups before application deployment.

Deploying SAGA–MapReduce framework and the wordcount application on dif-
ferent grids, clouds or clusters requires adapting the configuration to the specific
environment. For example, when running SAGA–MapReduce on EC2, the master
process resides on one VM, while workers reside on different VMs. Depending
on the available adaptors, Master and Worker can perform either local I/O on a
global/distributed file system or remote I/O on a remote, nonshared file system.

It must be noted that we utilized different SAGA–MapReduce versions for the
described experiments: the work described in this paper spans more than 18 months,
and the SAGA–MapReduce implementation has simply evolved over time. As our
primary goal is to demonstrate interoperability and not to document maximal per-
formance, we consider those results valid nonetheless.

9.5 Interoperability Experiments: Wordcount

We use our own implementations of the well-known wordcount application for our
experiments. Wordcount has a well-understood runtime and scaling behavior, and
thus serves us well for focusing the tests on the used frameworks and middlewares.
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The MapReduce based wordcount implementation is described in [30]. For the
Sector–Sphere version of wordcount, we implemented two kernel functions. The
first one is responsible for hashing the words in the data set into different “buck-
ets,” depending on the word’s starting letter. The standard C++ collate hashing
function was used for this purpose. The second kernel function reads each hash
bucket, sorts the words in memory, and outputs the final count of the words in
the data set. For example, a file containing the words (’bread’ ’bee’ ’bee’
’honey’) would be hashed into buckets as (’bread’ ’bee’ ’bee’) and
(’honey’). The second kernel function would read these intermediate bucket
files, sort the words, and produce the result (.bread 1., .bee 2., .honey
1.). The Sphere system is responsible for assigning files for processing, synchro-
nization, and writing output results back to Sector.

9.5.1 Type I ALI: Interoperability via Adaptors

In an earlier paper (Ref. [30]), we performed tests to demonstrate how SAGA–
MapReduce utilizes different infrastructures and provides control over task-data
placement; this led to insight into performance on “vanilla” grids. This work ex-
tends earlier work and establishes that SAGA–MapReduce can provide cloud–cloud
interoperability and cloud–grid interoperability. We performed the following exper-
iments:

1. We compare the performance of SAGA–MapReduce when exclusively running
on a cloud platform to that when on grids. We vary the number of workers (1 to
10) and the data-set sizes varying from 10 MB to 1 GB.

2. For clouds, we then vary the number of workers per VM, so that the ratio is 1:2
and 1:4, respectively.

3. We then distribute the same number of workers across two different clouds, EC2
and Eucalyptus.

4. Finally, for a single master, we distribute workers across grids (QueenBee on the
TeraGrid) and clouds (EC2 and Eucalyptus) with one job per VM.

It is worth reiterating that although we have captured concrete performance fig-
ures, it is not the aim of this work to analyze the data and provide a performance
model. In fact, it is difficult to understand performance implications, as a detailed
analysis of the data and understanding the performance will involve the genera-
tion of “system probes,” as there are differences in the specific cloud system im-
plementation and deployment. In a nutshell, without adjusting for different system
implementations, it is difficult to rigorously compare performance figures for dif-
ferent configurations on different machines. At best we can currently derive trends
and qualitative information. Any further analysis is considered out of scope for this
paper.

It takes SAGA about 45 s to instantiate a VM on Eucalyptus and about 200 s
on average on EC2. We find that the size of the image (say 5 GB versus 10 GB)
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influences the time to instantiate an image but is within image-to-image instanti-
ation time fluctuation. Once instantiated, it takes from 1–10 s to assign a job to
an existing VM on Eucalyptus or EC2. The option to tie the VM lifetime to the
saga::job_service object lifetime is a configurable option. It is also a matter
of simple configuration to vary how many jobs (in this case workers) are assigned
to a single VM: the default is 1 worker per VM. The ability to vary this number is
important—as details of actual VMs can differ—and useful for our experiments.

Results and Analysis

The total time-to-solution (Ts) of a SAGA–MapReduce job can be decomposed as
the sum of three primary components tpre, tcomp, and tcoord. Here tpre is defined as
preprocessing time, which covers the time to chunk the data into fixed-size data
units, to distribute them, and also to spawn the job. tpre does not include the time
required to start VM instances. tcomp is the time to actually compute the map and re-
duce function on a given worker, whilst tcoord is the time taken to assign the payload
to a worker, update records, and to possibly move workers to a destination resource;
in general, tcoord scales as the number of workers increases.

Table 9.2 shows performance measurements for a variety of worker placement
configurations. The master places the workers on either clouds or on the TeraGrid

Table 9.2 Performance data for different configurations of worker placements

#workers Data size (MB) Ts (s) Tsp (s) Ts − Tsp (s)

TG AWS

4 – 10 8.8 6.8 2.0

– 1 10 4.3 2.8 1.5

– 2 10 7.8 5.3 2.5

– 3 10 8.7 7.7 1.0

– 4 10 13.0 10.3 2.7

– 4 (1) 10 11.3 8.6 2.7

– 4 (2) 10 11.6 9.5 2.1

– 2 100 7.9 5.3 2.6

– 4 100 12.4 9.2 3.2

– 10 100 29.0 25.1 3.9

– 4 (1) 100 16.2 8.7 7.5

– 4 (2) 100 12.3 8.5 3.8

– 6 (3) 100 18.7 13.5 5.2

– 8 (1) 100 31.1 18.3 12.8

– 8 (2) 100 27.9 19.8 8.1

– 8 (4) 100 27.4 19.9 7.5
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Table 9.3 Performance data for different configurations of worker placements on TG, Eucalyptus-
Cloud, and EC2

#workers Data size (MB) Ts (s) Tsp (s) Ts − Tsp (s)

TG AWS Eucal.

– 1 1 10 5.3 3.8 1.5

– 2 2 10 10.7 8.8 1.9

– 1 1 100 6.7 3.8 2.9

– 2 2 100 10.3 7.3 3.0

1 – 1 10 4.7 3.3 1.4

1 – 1 100 6.4 3.4 3.0

2 2 – 10 7.4 5.9 1.5

3 3 – 10 11.6 10.3 1.6

4 4 – 10 13.7 11.6 2.1

5 5 – 10 33.2 29.4 3.8

10 10 – 10 32.2 28.8 2.4

(TG). The configurations, separated by horizontal lines, are classified as either all
workers on the TG or having all workers on EC2. For the latter, unless otherwise
indicated in parentheses, every worker is assigned to a unique VM. In the final set
of rows, the number in parentheses indicates the number of VMs used. Note that the
spawning times depend on the number of VMs, even if it does not include the VM
startup times.

Table 9.3 shows data from our interoperability tests. The first set of data estab-
lishes cloud–cloud interoperability. The second set (rows 5–11) shows interoperabil-
ity between grids–clouds (EC2). The experimental conditions and measurements are
similar to Table 9.1.

We find that in our experiments tcomp is typically greater than tcoord, but when
the number of workers gets large, and/or the computational load per worker small,
tcoord can dominate (internet-scale communication) and increase faster than tcomp
decreases; thus, overall Ts can increase for the same dataset size, even though the
number of independent workers increases. The number of workers associated with
a VM also influences the performance, as well as the time to spawn; for example,
as shown by the three lower boldface entries in Table 9.1, although four identical
workers are used depending upon the number of VMs used, Tc (defined as TS −
Tspawn) can be different. In this case, when four workers are spread across four VMs
(i.e., default case), Tc is lowest, even though Tspawn is the highest; Tc is highest when
all four are clustered onto one VM. When exactly the same experiment is performed
using dataset of size 10 MB, it is interesting to observe that Tc is the same for four
workers distributed over one VM as it is for four VMs, whilst when the performance
for the case where four workers are spread-over two VMs out-perform both (2.1 s).

Table 9.3 shows performance figures when equal numbers of workers are spread
across two different systems; for the first set of rows, workers are distributed on
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Fig. 9.2 Comparison of
enhanced SAGA–MR
performance versus early
version of SAGA–MR on the
ILAB cluster using eight
workers running on eight
physical machines. Jobs were
launched via SSH and used
NFS for file operations

EC2 and Eucalyptus. For the next set of rows, workers are distributed over the TG
and Eucalyptus, and in the final set of rows, workers are distributed between the TG
and EC2. Given the ability to distribute at will, we compare performance for the fol-
lowing scenarios: (i) when four workers are distributed equally (i.e., two on each)
on a TG machine and on EC2 (1.5 s) with the scenarios when (ii) all four work-
ers are either exclusively on EC2 (2.7 s) or (iii) all workers are on the TG machine
(2.0 s) (see Table 9.1, boldface entries on the first and fifth lines). It is interesting
that, in this case, Tc is lower in the distributed case than when all workers are ex-
ecuted locally on either EC2 or TG; we urge that not too much be read into this,
as it is just a coincidence that a sweet spot was found where on EC2, four workers
had a large spawning overhead compared to spawning two workers, and an increase
was in place for two workers on the TG. Also it is worth reiterating that for the
same configuration, there are experiment-to-experiment fluctuations (typically less
than 1 s). The ability to enhance performance by distributed (heterogeneous) work-
loads across different systems remains a distinct possibility; however, we believe
more systematic studies are required.

The original SAGA–MapReduce version (as used for the experiments presented
above) physically chunked the input data files. Our evolved version, however, cre-
ates logical chunks (i.e., no file writing takes place). It is thus fair to compare their
time-to-solution performance by subtracting the chunking time from the early ver-
sion’s job completion time. Figure 9.2 thus shows the corrected performance data for
the early version and enhanced version of SAGA–MapReduce. Eight workers were
spawned via the SAGA SSH adaptor on eight physical machines, and data were
exchanged through a shared NFS file system. The figure shows that the SAGA–
MapReduce enhancements make a difference for larger data sets. This can be at-
tributed to the fact that the more efficient shuffle phase implementation, which re-
duces disk I/O and CPU usage in the reduce phase by doing only a merge, outper-
forms the old implementation, which performed a merge–sort of all the intermediate
output files.
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9.5.2 Type II ALI: Application Performance Using SAGA-Based
Sphere and MapReduce

Experiment I: Varying Chunk Sizes

For the Sector–Sphere-based wordcount, Sector maintains and tracks data in the
cloud at the file level. There is no support in Sphere to control the chunk sizes
of files assigned to the Sphere processing engines. Therefore, to experiment with
different chunk sizes, the files were split manually into smaller chunks before the
wordcount application was launched. In this set of experiments, we vary the chunk
size from 16 MB to 256 MB, while keeping the number of SPEs constant at 8,
and the data size constant at 4 GB. Each SPE is running on a separate physical
node in the cluster. These results are presented in Fig. 9.3. Note that both data and
computation were distributed for these experiments. As evident from the results we
collected, a correlation exists between the chunk sizes and performance of Sphere.
As the chunk sizes increase, the performance deteriorates. In particular, we observe
a decline in performance after the 64-MB data, in that there is an increase in the
gradient of the plot, after chunk sizes have reached 64 MB.

We performed the same set of experiments with SAGA–MapReduce-based word-
count and observed a completely different performance trend as the chunk size var-
ied. We use an HDFS file system running datanodes on each of the eight workers
and set the number of reduce tasks to 8. In case of SAGA–MapReduce, perfor-
mance increases with larger chunk sizes, reaching Sphere’s performance at the 256-
MB data point. According to our analysis, this can be attributed to the fact that for
SAGA–MapReduce, tcoord can dominate the total time-to-solution for large num-
ber of workers (or equivalently smaller chunk sizes). The larger the chunk size, the
smaller the number of map tasks launched (workers), and provided that the data
workload assigned to each worker is not too high, tcoord decreases with increasing
chunk size.

Fig. 9.3 Performance of
SAGA–MapReduce (left axis)
and SAGA–Sphere (right
axis) when varying chunk
size while keeping the
amount of processed data
constant at 4 GBs. Data and
computation were distributed
for these experiments
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Experiment II: Varying Workers

We perform two sets of experiments with SAGA–Sphere running the same word-
count application. We keep the chunk size constant at 64 MB, the data size fixed at
4 GB (as previously), but vary the number of workers in two configurations. In the
first configuration, we use Sphere on a local data and local compute configuration.
In the second configuration, we observe how the solution scales to a distributed data
and distributed compute configuration. These results are illustrated in Fig. 9.4.

For the local–local configuration, we launch Sector and Sphere on a single phys-
ical node. For the distribute–distribute configuration, we launch Sector and Sphere
on one physical node per SPE. For the dataset sizes considered, we observe good
performance from four to six distributed workers, before which the coordination
costs due to the number of SPEs starts to get high, with a concomitant increase in
time-to-solution. This is a nice but simple demonstration of the advantage of dis-
tribution (logically distributed in this case, if not physically distributed). Sector can
maintain file replicas to achieve optimal data distribution between SPEs and min-
imize synchronization overhead. For the purpose of our experiments, we limited
Sector to not create any replicas.

We perform similar measurements via SAGA–MapReduce: while keeping the
chunk size constant at 64 MB and the data size at 4 GB, we note the time-to-solution
of the wordcount application in the two configurations described for SAGA–Sphere
above. For the distribute–distribute configuration, we use HDFS as the distributed
file system and launch jobs using the SAGA SSH job adaptor. In contrast to the
varying chunk size experiments, we set the number of reduce tasks to be equal
to the number of workers spawned. For the local–local configuration, we launch
workers on the machine running the master as separate processes and use the local
file system for file operations. As can be seen in Fig. 9.5, SAGA–MapReduce scales
as expected in the distribute–distribute configuration. However, for the local–local
configuration, performance degrades when adding more workers. Since each map
task writes as many files as the number of reduce tasks at the same time, and each

Fig. 9.4 Comparison of
SAGA–Sphere performance
when varying the number of
workers between 2 and 10 in
two configurations: (1) local
data and computation and
(2) distributed data and
computation
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Fig. 9.5 Comparison of
SAGA–MapReduce when
varying the number of
workers between 2 and 10 in
two configurations: (1) local
data and computation and
(2) distributed data and
computation

reduce task needs to read from as many files as the number of input chunks, the
number of concurrent disk I/O increases very quickly; this can cause a bottleneck
when performing computations on one physical node (I/O system). According to
Fig. 9.5, the optimal number of workers is 6 for the local–local configuration. We
did not include results for more than 10 workers in order to preserve the linear scale.

SAGA gives us the opportunity to experiment with different programming mod-
els very easily. As evident from the data plots in Fig. 9.3, certain behavioral trends
for SAGA–Sphere and SAGA–MapReduce emerge. In Experiment 1, where we
keep the number of workers constant and vary the chunk sizes, the trends be-
tween SAGA–MapReduce and Sphere are inversed: the Sphere performance dete-
riorates with increasing chunk sizes, while the performance of SAGA–MapReduce
increases. This behavior suggests that SAGA–MapReduce’s synchronization over-
head to manage smaller chunk sizes compared to the speed up achieved through
parallelism is much higher. In the case of the wordcount application, SAGA–
MapReduce appears to be more suitable for coarse grained computations. SAGA–
Sphere, on the other hand, yields better performance from smaller chunks sizes
(a larger amount of files), making it suitable for finer grained computations with
better data distribution.

In Experiment 2, where we keep the chunk size to a constant of 64 MB, SAGA–
Sphere exhibits a trend where adding more SPEs has a positive impact on perfor-
mance. However, at the 8 SPEs and 10 SPEs data points, we see a decline in per-
formance, possibly due to high synchronization costs between the workers. What
is interesting to notice are the two data points at 64-MB chunk size and at 16-MB
chunk size for SAGA–Sphere in Fig. 9.3. Reducing the chunk size by 75%, thereby
providing better data distribution with a larger number of files, we see almost a 65%
increase in performance. This further confirms our supposition that good data distri-
bution had a major impact on Sphere’s performance for the wordcount application.
We do not claim that fine grained computation granularity is a concrete determi-
nant of SAGA–Sphere’s performance in a general case, but a noticeable aspect that
emerges through its comparison with SAGA–MapReduce.
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9.5.3 Type III ALI: Interoperability Concurrency

We discuss the third type of interoperability in this section, where SAGA–
MapReduce and SAGA–Sphere are used in conjunction to solve the wordcount
problem. We first use the “netperf” utility to measure the throughput from the client
host to the SAGA–MapReduce master node and SAGA–Sphere master node. In our
case, the throughput measured to the two nodes was approximately equal (935 MB/s
to SAGA–Sphere and 925 MB/s to SAGA–MapReduce). Based on these metrics,
we split the 4.0-GB data set into two equal 2.0-GB parts. This is to ensure that the
data transfer time to both masters is approximately the same. We configured both
systems to utilize four workers each and 64-MB chunk sizes. The data transfer time
to the Sector cloud took a total of 97.8 seconds and 10.4 seconds to the SAGA–
MapReduce master node. The longer transfer time to Sector can be credited to the
overhead incurred from registering the files in Sector. The data transfer was done
sequentially.

We found that SAGA–Sphere took a total of 441.3 seconds to process the 2.0-GB
data, while SAGA–MapReduce took a total of 769 seconds. Aggregating the output
results from the two systems took a negligible amount of time (only 0.9 seconds).
The data was already sorted and hence could be merged in almost constant time.
The above simple experiment of combining two varied programming models for
solving a common problem paves the way to further investigation into smarter data
and compute placement techniques. The total time taken to execute the wordcount
application in this case was approximately 877.9 seconds. It is interesting to note
that this performance measure lies between 1329.96 seconds for 8 SPEs and 716
seconds for 8 SAGA–MapReduce workers at a 64-MB chunk size.

9.6 Interoperability Experiments: Ensemble of Biomolecular
Simulations

Several classes of applications are well suited for distributed environments. Proba-
bly the best known and most powerful examples are those that involve an ensemble
of decoupled tasks, such as simple parameter sweep applications [12]. In the follow-
ing we investigate an ensemble of (parallel HPC) MD simulations. Ensemble-based
approaches represent an important and promising attempt to overcome the general
limitations of insufficient time-scales and specific limitations of inadequate con-
formational sampling arising from kinetic trappings. The fact that one single long-
running simulation can be substituted for an ensemble of simulations, make these
ideal candidates for distributed environments. This provides an important general
motivation for researching ways to support scale-out and thus enhance sampling
and to thereby increase “effective” time-scales studied.

The physical system we investigate is the HCV internal ribosome entry site and
is recognized specifically by the small ribosomal subunit and eukaryotic initiation
factor 3 (eIF3) before viral translation initiation. This makes it a good candidate for
new drugs targeting HCV. The initial conformation of the RNA is taken from the
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Fig. 9.6 An overview of the SAGA-based Pilot Job: The SAGA Pilot Job API is currently imple-
mented by three different backends: one for grids, Condor, and for clouds

NMR structure (PDB ID: 1PK7). By using multiple replicas, the aim is to enhance
the sampling of the conformational flexibility of the molecule and the equilibrium
energetics. NAMD [31] is used as MD code.

To efficiently execute the ensemble of batch jobs without the necessity to queue
each individual job, the application utilizes the SAGA BigJob framework [28].
BigJob is a Pilot-Job framework that provides the user a uniform abstraction to
grids and clouds independent of any particular cloud or grid provider that can be in-
stantiated dynamically. Pilot-Jobs are an execution abstraction that have been used
by many communities to increase the predictability and time-to-solution of such
applications. Pilot-Jobs have been used to (i) improve the utilization of resources,
(ii) to reduce the net wait time of a collection of tasks, (iii) facilitate bulk or high-
throughput simulations where multiple jobs need to be submitted which would oth-
erwise saturate the queuing system, and (iv) as a basis to implement application-
specific scheduling decisions and policy decisions.

As shown in Fig. 9.6, BigJob currently provides an abstraction to grids, Con-
dor pools, and clouds. Using the same API, applications can dynamically allocate
resources via the big-job interface and bind subjobs to these resources.

In the following we use an ensemble of MD simulations to investigate different
BigJob usage modes and analyze the time-to-completion Tc in different scenarios.

9.6.1 Scenario A: Tc for Workload for Different Resource
Configurations

In this scenario and as proof of scale-out capabilities using type I interoperability
provided by SAGA, we use SAGA-BigJob (a higher-level package) to run replicas
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Fig. 9.7 A1–A3: Collective Usage of Grid, Condor, and Cloud Resources for Workload of 8 Repli-
cas: The experiments showed that if the grid and Condor resource Poseidon has only a light load,
no benefits for using additional cloud resources exist. However, the introduction of an additional
Condor or grid resource significantly decreases Tc

across different types of infrastructures At the beginning of the experiment, a par-
ticular set of Pilot-Jobs is started in each environment. Once a Pilot-Job becomes
active, the application assigns replicas to this job. We measure Tc for different re-
source configurations using a workload of eight replicas each running on eight cores.
The following setups have been used:

• Scenario 1 (A1): Resource I and III – Clouds and GT2-based grids
• Scenario 2 (A2): Resource II and III – Clouds and Condor grids
• Scenario 3 (A3): Resource I, II and III – Clouds, GT2 and Condor grids

For this experiment, the LONI clusters, Poseidon and Oliver, are used as grid and
Condor resources and Nimbus as cloud resource.

Figure 9.7 shows the results. For the first three bars, only one infrastructure was
used to complete the 8-replica workload. Running the whole scenario in the Science
Cloud resulted in a quite poor but predictable performance—the standard deviation
for this scenario is very low. The LONI resources are about three times faster than
the Science Cloud, which corresponds to our earlier findings. The performance of
the Condor and grid BigJob is similar, which can be expected since the underlying
physical LONI resources are the same. Solely, a slightly higher startup overhead can
be observed in the Condor runtimes.

In the next set of three experiments, multiple resources were used. For Scenario
A1 (the fourth bar from left), two replicas were executed on the Science Cloud.
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The offloading of two replicas to an additional cloud resource resulted in a light im-
provement of Tc compared to using just LONI resources. Thus, the usage of cloud
resources must be carefully considered since Tc is determined by the slowest re-
source, i.e., Nimbus. As described earlier, the startup time for Nimbus images is in
particular for such short runs significant. Also, NAMD performs significantly worse
in the Nimbus cloud than on Poseidon or Oliver. Since the startup time on Nim-
bus averages to 357 s and each of eight core replicas runs for about 363 s, at least
720 s must be allowed for running a single replica on Nimbus. Thus, it can be con-
cluded that if resources in the grids or Condor pool are instantly available, it is not
reasonable to start additional cloud resources. However, it must be noted that there
are virtual machines types with a better performance available, e.g., in the Amazon
cloud. These VMs are usually associated with higher costs (up to 2.40 $ per CPU
hour) than the Science Cloud VMs. For a further discussion of cost trade-offs for
scientific computations in clouds, see Deelman et al. [17].

9.6.2 Scenario B: Investigating Workload Distribution for a
Given Tmax

Given that clouds provide the illusion of infinite capacity, or at least queue wait-
times are nonexistent, it is likely that when using multiple resource types and with
loaded grids/clusters (e.g., TeraGrid is currently oversubscribed, and typical queue
wait times often exceed 24 hours), most subjobs will end up on the cloud infrastruc-
ture. Thus, in Scenario B, the resource assignment algorithm we use is as follows:
We submit tasks to noncloud resources first and periodically monitor the progress of
the tasks. If insufficient jobs have finished when time equal to TX has elapsed (de-
termined per criteria outlined below), then we move the workload to utilize clouds.
The underlying basis is that clouds have an explicit cost associated with them, and
if jobs can be completed on the TG/Condor-pool while preserving the performance
constraints, we opt for such a solution. However, if queue loads prevent the perfor-
mance requirements being met, we move the jobs to a cloud-resource, which we
have shown has less fluctuation in Tc of the workload.

For this experiment, we integrated a progress manager that implements the de-
scribed algorithm into the replica application. The user has the possibility to specify
a maximum runtime and a check interval. At the beginning of each check inter-
val, the progress manager compares the number of jobs done with the total num-
ber of jobs and estimates the total number of jobs that can be completed within
the requested timeframe. If the total number of jobs is higher than this estimate,
the progress monitor instantiates another BigJob object request additional cloud re-
sources for a single replica. In this scenario, each time an intermediate target is not
met, four additional Nimbus VMs sufficient for running another eight-core replica
are instantiated.

In the investigated scenario, we configured a maximum runtime of 45 minutes
and a progress check interval of 4 minutes. We repeated the same experiment
10 times at different times of the day. In 6 out of 10 cases the scenario completed in
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about 8 minutes. However, the fluctuation in particular in the waiting time on typ-
ical grid resources can be very high. Thus, in four cases it was necessary to start
additional VMs to meet the application deadline. In two cases three Pilot-Jobs, each
with eight cores, had to be started, and in one case a single Pilot-Job was suffi-
cient. In a single case the deadline was missed solely due to the fact that not enough
cloud resources were available, i.e., we are only able to start two instead of three
Pilot-Jobs.

9.7 Future Work: Windows Azure

As alluded to in earlier parts of this chapter, we have investigated and analyzed mul-
tiple platforms, existing (GT2-based canonical Grids) and emerging infrastructure
(EC2). Azure is an emerging cloud platform developed and operated by Microsoft.
Azure provides different abstractions, building blocks for creating scalable and re-
liable scientific applications without the need for on-premise hardware; we believe
that Azure-based abstractions and services have the potential to be very effective in
the design, development, and deployment of distributed applications. Due to these
capabilities, we will focus on Azure in the closing section of this chapter, but as
many details are still being worked out, we present this analysis as future (high-
potential) work.

Azure follows the platform as a service paradigm offering an integrated solution
for managing compute- and data-intensive tasks as well as web applications. The
platform is able to dynamically scale applications without the need to manually
manage tasks and deployments on virtual machine level. After a brief introduction
of the abstractions that are provided of Azure, we discuss how Azure’s abstractions
and capabilities can be utilized for ensemble-based biomolecular simulations of the
type discussed in Sect. 9.6.

9.7.1 Understanding Azure-System Abstractions

Azure provides different higher-level services, e.g., the Azure AppFabric or Azure
Storage, that can be accessed via HTTP/REST from anywhere. Windows Azure
offers a platform for on-demand computing and for hosting generic server-side ap-
plications. The so-called Azure fabric controller automatically monitors alls VMs,
automatically reacts to hardware and software failures, and manages application up-
grades.

Compute

Windows Azure formalizes different types of virtual machines into so-called roles.
Web roles, e.g., are used to host web applications and frontend code, while worker
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roles are well suited for background processing. While these roles target specific
scenarios, they are also highly customizable. Worker roles can, e.g., run native code.
The application must solely implemented a defined entry point, which is then called
by Azure. The Azure fabric controller automatically manages and monitors appli-
cations, handles hardware and software failures, as well as updates to the operat-
ing system or to the application. Commonly, scientific applications utilize worker
roles for compute- and data-intensive tasks. AzureBlast [26], e.g., heavily relies on
worker roles for computing biosequences.

Storage

For storing large amounts of data, the Azure storage platform provides three key
services: the Azure Blob Storage for storing large objects of raw data, the Azure
Table Storage for semi-structured data, and the Azure Queue Storage for imple-
menting message queues. The data is storage replicated across multiple data centers
to protect it against hardware and software failures. In contrast to other cloud of-
ferings (e.g., Amazon S3), the Azure Storage Services provide strong consistency
guarantees, i.e., all changes are immediately visible to all future calls. While even-
tual consistency as implemented by S3 [16] usually offers a better performance and
scalability, it has some disadvantages mainly caused by the fact that the complexity
is moved to the application space.

The blob storage can store file up to a size of 1 TB, which makes it particularly
well suited for data-intensive application. The Amazon S3 service, e.g., restricts the
maximum file size to 5 GB. Further, the access to the blob storage can be optimized
for certain usage modes: block blob can be split into chunks that can be uploaded
and downloaded separately and in parallel. Thus, block blobs are well suited for
uploading and streaming large amounts of data. Page blob manage the storage as an
array of pages. Each of these pages can be addressed individually, which makes page
blobs a good tool for random read/write scenarios. Azure XDrive provides a durable
NTFS volume, which is backed by a page blob. In particular, legacy applications
that heavily utilize file-based storage can simply be ported to Azure using XDrive.

The Azure Queue Service provides a reliable storage for the delivery of mes-
sages within distributed applications. The queue service is ideal to orchestrate the
various components of a distributed applications, e.g., by distributing work pack-
ages or collecting results, which could be running on Azure or on another resource,
e.g., a science cloud.

The Azure Table Storage is ideally suited for storing structured data. Unlike tra-
ditional relational database systems, the table storage is designed with respect to
scale-out, low cost, and high performance similar to Google’s BigTable [14] system.
For legacy application, Azure also provides an SQL-Server-based, relational datas-
tore called SQL Azure. In contrast to Azure tables, SQL storage supports common
relation database features, such as foreign keys, joins, and SQL as query language.
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9.7.2 Azure: Understanding the Applications

The Azure platform provides many capabilities and characteristics that are useful
for scientific applications. Clouds like Azure are particularly well suited for loosely
coupled applications that demand a large number of processors but do not require a
low-latency interconnect.

Although loosely coupled ensemble-based simulations are computationally well
suited for cloud infrastructures, coordinating multiple ensemble members remains a
challenge, as does data management. In the following we discuss a generic Azure-
based architecture that addresses these concerns and is able to facilitate a range of
applications execution scenarios.

Azure and Bio-EnMD

Figure 9.8 illustrates an example of a framework for ensemble-based simulations
built on top of the Azure building blocks. The Replica Manager (RM), also called
Ensemble Manager, utilizes a web role to communicate with the end-user. This role
is mainly responsible for accepting simulation requests from the end-user and for or-
chestrating the simulation runs. Later these capabilities can be extended by support-
ing more advanced steering and visualization features. The RM creates work pack-
ages, the so called replicas, distributes them via the Azure Queue Service and later

Fig. 9.8 Azure-based Bio-Ensembles: the ensemble-based application utilizes the queue storage
for distributing work packages from the Replica Manager running on a web role to the replica
agents running on multiple worker roles
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collects the results stored by the replicas in the Azure storage. The Replica Agents
run within Azure worker roles, which are ideally suited for running background
tasks. Azure enables users to run native code within worker roles, i.e., the framework
will be able to support numerous MD codes, e.g., NAMD [31] and AMBER [13].
Azure currently does not support MPI computations across multiple worker roles,
and thus each MD simulation is limited to eight cores.

The worker roles running the replica agent are managed by the RM using the
Azure Service Management API. In the initial version we will support the automatic
start and stop of hosted services. In the final version there will be a possibility to
automatically deploy agent code without the need in preconfiguring the VMs. Once
the agents are started, they query the Azure queue for new work items. If a work
item is found, a simulation task is started, e.g., by running the requested MD code
with right parameters. The number of MD jobs per worker role depends on the size
of the worker role—Azure currently supports worker roles up to eight cores.

The ensemble use case can greatly benefit from the capabilities of Azure. If
greater accuracy is required or a deadline must be met, it can seamlessly scale-
out to more worker roles. The Azure fabric controller monitors all VMs running the
worker roles and automatically restarts the worker roles if necessary. Further, Azure
provides various kinds of reliable and scalable storage options to express different
coordination schemes, e.g., the master–worker communication can be conducted via
the described message queue.

Azure and MapReduce

For data-intensive applications, such as MapReduce -based applications, Azure pro-
vides various interesting services: The blob storage is well suited for storing large
amounts of file data, which can also be accessed via an NTFS file system. Data
can be processed via worker roles. Further, Azure offers the possibility to express
data/compute colocations using so-called affinity groups. MapReduce application
require capabilities similar to the Bio-EnMD: mapping and reduction tasks can be
spawned dynamically using the Service Management API. For storing and trans-
ferring data, Azure provides various options (xDrive versus block blob versus page
blob). We will further evaluate these alternatives in particular in comparison to dis-
tributed file systems in the future.

9.7.3 Assessing Azure-System: Abstractions and Applications

To aid an understanding of application characteristics suited to the Azure platform,
we briefly introduce a common categorization of cloud services (see Fig. 9.9). The
proposed service layers consist of the following: the software as a service layer
(SaaS), the platform as a service (PaaS) layer, and the infrastructure as a service
(IaaS) layer. Further, clouds can also be classified according to their deployment
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Fig. 9.9 Cloud Taxonomy and Application Examples: Clouds provide services at different levels
(IaaS, PaaS, SaaS). The amount of control available to users and developers decreases with the
level of abstraction. According to their deployment model, clouds can be categorized into public
and private clouds

model into public and private clouds (for further details, refer to [22]). Azure offers
services on the platform as a service layer and thus, generally removes the need to
manually manage low-level details as virtual machine configurations, operating sys-
tem installations and updates, etc. At the same time worker roles provide an attrac-
tive environment for running compute- and data-intensive applications. In contrast
to IaaS clouds, applications can benefit from features, such as failure tolerance: the
fabric controller, e.g., monitors all applications running in a role environment and
restarts them if necessary.

The majority of scientific applications (e.g., applications from life sciences, high-
energy physics, astrophysics, computational chemistry) that have been ported to
cloud environments (see [10, 19, 29] for examples), rely on low-level IaaS cloud
services and solely utilize static execution modes: A scientist leases some virtual re-
sources in order to deploy their testing services. One may select different number of
instances to run their tests on. An instance of a VM is perceived as a node or a pro-
cessing unit. In contrast to traditional IaaS clouds, Azure provides different benefits:
Azure operates on a higher level of abstractions and removes the need to manage
details, such as configuration and patching of the operating system. Azure applica-
tions are declaratively described and packaged; the fabric controller automatically
handles the mapping of these applications to available hardware.

Azure provides several core services supporting various interesting application
characteristics and patterns. Compute-intensive tasks can naturally be mapped to
worker roles, while the communication and coordination between these roles is
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Fig. 9.10 (a) NAMD
Runtimes on Different
Resource Types: The graph
shows that native HPC
resource generally
outperform cloud resources in
particular when running
applications across multiple
nodes. However, the new
high-memory eight-core EC2
instance type was able to
complete a replica run faster
than QB or Poseidon.
(b) NAMD Performance on
Azure and EC2: In particular,
on smaller VM sizes, Azure
outperforms EC2. On
eight-core VMs, EC2 shows a
slightly better performance

commonly done via the Azure storage services. Worker roles can run not only
.NET code, but are also capable of executing native code. However, Azure imposes
some limitations in the ability to scale up and out. The largest supported VM has
eight cores, 14 GB of memory, and 2 TB of disk space. Further, MPI applications
can currently not be run on Azure. While other IaaS clouds can run MPI jobs, the
performance usually degrades significantly when running jobs across multiple VMs
(see Fig. 9.10a).

There exist a large number of physical problems that do not require high-end
HPC hardware and interconnects and can easily scale out on Azure benefiting from
the ability to acquire and release resources on-demand. An increasing number of
applications directly target distributed infrastructures instead of high-end machines.
For example, ensemble-based molecular dynamics approaches utilize multiple sets
of simulations of shorter duration instead of a single longer simulation to support a
more efficient phase-space sampling. Also, such simulations often require the ability
to acquire additional resources if, e.g., a certain simulation event occurs that requires
the spawning of an additional replica. Such an application can greatly benefit from
Azure capability to dynamically allocate resources on demand. This capability is
also useful for applications where the execution time and resource requirements can-
not be determined exactly in advance, either due to changes in runtime requirements
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or interesting changes in application structure (e.g., different solver with different
resource requirement or a different workflow path [24]).

Most research has solely attempted to manually customize legacy scientific appli-
cations in order to accommodate them into a cloud infrastructure. Benchmark tests
on both cloud infrastructures (EC2, Azure) where a VM does not cross physical
nodes and conventional computational clusters indicated no significant difference in
the performance as measured by execution (wall-clock) time and number of proces-
sors used. Figure 9.10b presents an initial performance assessment of Azure for MD
simulations. Azure outperforms EC2, which is noteworthy, since the costs for 2-, 4-,
and 8-core VMs are drastically lower on Azure. Since the underlying hardware is
not known, one can only speculate about the reason. Microsoft controls the hard-
ware in its data center and optimizes its custom-built Azure Hypervisor with respect
to this hardware [25], which could be a reason for better performance. In summary,
Azure offers a good price/performance ratio, in particular, in comparison with EC2.

For data-intensive applications, Azure provides several interesting storage op-
tions: xDrive offers file system access to the Azure storage service, which is in par-
ticular relevant for applications that manage file-based data flows The blob storage
is capable of storing large amounts of data, a page blob, e.g., can store files up to a
size of 1 TB. In comparison, Amazon S3 is only capable of storing file with a size of
up to 5 GB, the Google Storage for Developer file size limit is at 100 GB. The blob
storage supports two different data access patterns: block blobs are designed for
continuous access, such as data streaming, while page blobs can address each page
individually and are particularly well suited for random access. These properties
can be mapped to the characteristics of the respective application, e.g., a MapRe-
duce application usually accesses data in large chunks, which is well supported by
the block blob. In future we will investigate these implementation alternatives and
performance trade-offs in conjunction with the proposed applications as part of this
project.

9.8 Discussion and Conclusions

The aim of this chapter has been to show several types (and levels) of interoperabil-
ity; although driven by proof-of-capability experiments and results therein, there are
deeper questions that motivate this work and define the research methodology. As
alluded to in the opening section, the volume and the degree-of-distribution of data
is increasing rapidly; this imposes a need for applications to work across a range
of distributed infrastructures using several programming models; this is consistent
with the fact that it is not possible to localize exa-bytes of data. Thus, on the one
hand, there is a need to decouple PM from infrastructures and provide a range of
PM at the application developer’s disposal. On the other hand, in order to build
empirical models or validate existing predictions of performance, it is important to
establish and experiment with programming models and data-oriented algorithms
(e.g., streaming) on a range of systems. A critical and necessary step to achieve
both is to provide application-level interoperability as discussed.
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In this chapter, we discussed two important (classes) of applications, data-
intensive SAGA–MapReduce wordcount and compute-intensive ensemble-based
molecular-dynamics simulations. We posited three levels of interoperability and,
for SAGA–MapReduce wordcount, carried out performance tests at all three levels.
At the lowest level, SAGA–MapReduce demonstrates how to decouple the devel-
opment of applications from the deployment details of the runtime environment
(Type I ALI). It is critical to reiterate that using this approach, applications remain
insulated from any underlying changes in the infrastructure—not just grids and dif-
ferent middleware layers, but also different systems with very different semantics
and characteristics, whilst being exposed to the important distributed functionality.

With implementations of the two application frameworks, SAGA-based Sector–
Sphere and the SAGA–MapReduce implementation, we also demonstrated Type
II ALI: applications can seamlessly switch between backends by switching frame-
works encapsulating different programming models. Finally, by concurrently us-
ing Sector–Sphere MapReduce and SAGA–MapReduce, we demonstrated Type III
ALI, allowing the application to span a wide variety of backends concurrently and
efficiently.

Our approach does not confine us to MapReduce and applications based upon
MapReduce; SAGA is also capable of supporting additional programming models,
like Dryad. We are also developing applications with nontrivial data access, transfer,
and scheduling characteristics and requirements, and deploying them on different
underlying infrastructure guided by heuristics to seek optimized performance. This
analysis is done through developing performance models of transferring data be-
tween frameworks, as well as the distribution of the computing resources in the envi-
ronment. Based on this analysis, the data is placed efficiently, and a subset of nodes
and frameworks maybe chosen to perform the necessary computations. The shuf-
fled data is also cached for future computations. We have embarked on the creation
of components that facilitate intelligence and flexibility in data placement relative
to the computational resource [9]. These components are connected in frameworks
using SAGA, and thus further the agenda of general-purpose programming models
with efficient run-time support that can utilize multiple heterogeneous resources.

In Sect. 9.6, we showed how SAGA can be used to develop frameworks such as
infrastructure-independent Pilot-Jobs and demonstrated the scaling-out over mul-
tiple distinct resources. Finally, in Sect. 9.7, we discussed Azure, some of the
system-level abstractions that it provides and analyzed how these can be utilized
for ensemble-based molecular dynamics simulations. We anticipate significant ac-
tivity in both scaling-up the use of Azure (for both applications discussed here and
other novel applications) and integrating Azure with other infrastructure via the use
of SAGA in the near future.
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Glossary

Cloud Computing a business model that provides utility Computing services
and/or SaaS services.

Grid Computing distributed computing that enables IT scalability and flexibility,
mainly focusing on large-scale problems.

Platform as a service Pay-per-Use for network-based delivery of a computing
platform and a related solution stack as a service.

Service Orientation a design paradigm that specifies the creation of automation
logic in the form of services. It is applied as a strategic goal in developing a
service-oriented architecture (SOA).

Software as a Service Pay-per-Use for network-based software applications
services.

Utility Computing Pay-per-Use for network-based Compute and Storage
services.

Virtualization a technique for hiding the physical characteristics of computing
resources from the way in which other systems, applications, or end users interact
with those resources.
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